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Abstract The main purpose of this work is the ex post comparison of the performances of 
three macro asset class indices for Europe, United States, Russia and China during the period 
2003-2015. The analysis is based on six different ranking criteria, starting with the well-known 
Sharpe index and its VaR and CVaR modifications, then considering the Omega and Sortino 
ratios which employ higher partial moments, and at last the Rachev ratio which changes the 
profitability index. All the previous performance indices give substantially the same ranking; 
they all show supremacy of Chinese fixed income and both European and American real estate 
in the years 2003-2008; they indicate US and European stock indices as the worst performers 
in 2008, and American, Russian and Chinese fixed income indices from 2012 to 2015 again as 
the worst performers. A visual display of the six different rankings is also provided, highlighting 
the adequacy of the Sharpe ratio against its more refined alternatives. 

Keywords Performance measures - Sharpe ratio - Asset class ranking - Skewness - Kurtosis

JEL Classification   G32 - F3

1. Introduction
Usually, portfolio or fund performance evaluation is based on reward to risk ratios. The 
classical measure is the Sharpe index (1966, 1994), that is the ratio between the excess return 
of the portfolio (with respect to the riskless asset return) and the return standard deviation. 
This means that the Sharpe index summarizes the portfolio characteristics in terms of mean 
and variance, which is only justifiable with normally (or, more in general, elliptically) 
distributed returns. This obviously represents the weakness of the Sharpe ratio and has led to 
the development of several new performance ratios, ultimately based on more accurate risk 
measurement and also on new profitability measures. In this paper we compare the ranking of 
12 indices over the period 2003-2015 using 6 different reward to risk ratios.
	 The rest of the paper is divided into three sections. Section 2 is devoted to the description 
of the performance ratios used in our analysis. Section 3 describes the data set, the results 



4 Alice Spangaro • Patrizia Stucchi

obtained in terms of ranking correlation and the comparison of the asset class performances over 
the time. The last Section contains conclusions and comments.
 

2. Performance Measure
2.1 The Sharpe Ratio
The classical Sharpe ratio is given by: 

SR=                     ,

 
where rf is the observed return on a riskless asset, over a fixed period, while – from an ex post 
perspective – EP and σP represent, respectively, the average of the N historically observed 
portfolio (or index or asset) returns and their standard deviation: 
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2.2 The Reward to VaR Ratio
Dowd 2000 and Alexander and Baptista 2003 suggest the adoption of Value at Risk (VaR) instead 
of standard deviation as risk measure. We recall that,  given a fixed low probability (1-c), the 
VaR1-c represents the opposite of the level of return such that there is a (1-c) probability the 
random return realizations will fall under it. This formally gives the following formula for VaR1-c: 
		   
		  ,

where 
←

RF  is the generalized (1-c)-quantile of the random return R. Starting from N historical 
data, VaR1-c can be easily found considering the ordered set of realizations and choosing the value 
corresponding to the (1-c)×N position.
With the previous notations, the reward to VaR1-c ratio is: 
                                  
 
		   .

2.3 The Reward to CVaR Ratio
Another improvement is due to Agarwal, Naik (2003) and Rachev et al (2009): they introduce 
the Conditional Sharpe ratio or STARR ratio using Conditional Value at Risk (CVaR). CVaR1-c is 
the opposite of the expected value of return Rp, conditional to the values of return below –VaR1-c 
(mean restricted to return worst values), which translates to the following formula:
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Starting from historical data, CVaR1-c can be evaluated as the opposite of the arithmetic mean of 
the observed values smaller than –VaR1-c, and the Conditional Sharpe ratio is:
		   
		   
		  .

 
2.4 Omega and Sortino Ratio
From the point of view of an investor or a fund manager, realizations above a target level of 
return τ are good, while those below τ are bad. This leads to considering higher partial moments 
(HPM) as profitability indicators and, on the contrary, lower partial moments (LPM) as risk 
indicators, where the higher and lower partial moments of order n are given by:
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This allows for a wide variety of performance ratios of the kind HPM/LPM, which differ for 
the degree of the partial moments, that shall be chosen accordingly to the level of investor risk 
aversion. Here we consider two famous ratios, the Omega (see Shadwick, Keating 2002) and the 
Sortino ratio 1991, which are as follows:
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2.5 The Rachev Ratio
In order to refine the reward measure, new versions of performance ratios have been proposed 
(Rachev 2003, Biglova et al 2004). Rachev suggests to consider a “good” CVaR, that is the 
expected value of return, conditional to the values of return greater than VaR1-c1, as profitability 
index. The Rachev ratio can be expressed in the following way: 
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3. Empirical Results
3.1 Data and Main Statistics
Monthly data from Bloomberg 1 database have been used. We have considered three main asset 
classes, namely equities, fixed income and real estate. The historical quotes are referred to the 
period 2003 - 2015 and pertain to 12 indices, relative to Europe, US, Russia and China. More in 
detail, in the numerical application we used:

•	 STOXX Europe 600 Price Index EUR (Bloomberg ticker: SXXP Index): a derivation of 
the STOXX Europe Total Market Index that has 600 components and represents large-, 
mid- and small-capitalization companies across 18 European countries;

•	 S&P 500 Index (SPX): a capitalization-weighted index of 500 US stocks;
•	 MSCI Russia Index (MXRU): a float-weighted equity index that captures the performance of 

the large- and mid-capitalization segments of the Russian market, covering approximately 
85% of the float-adjusted market capitalization in Russia;

•	 Hong Kong Hang Seng Index (HSI): a float-weighted equity index of a selection of 
companies from the Stock Exchange of Hong Kong;

•	 EUG5TR Index: a Bloomberg/EFFAS (European Federation of Financial Analysts’ 
Societies) long term European government bond index;

•	 USG5TR Index: the analogous of the EUG5TR index for US;
•	 Russian Government Bond Index (RGBI): a weighted index of Russian government 

bonds;
•	 FGGYCN1 Index: a FTSE index of medium- and long-term Chinese government bonds;
•	  Bloomberg Europe 500 Real Estate Index (BEREALE): a capitalization-weighted index 

of all companies that are in the real estate sector of the Bloomberg Europe 500 Index;
•	  Bloomberg NA REITs (BBREIT): a weighted index of US Real Investment Trusts with 

capitalization not less than $15 millions;
•	  Russia Housing Prices New Apartments (RUPHNRF): developed by the Russian Federal 

Service of Statistics, this index summarizes changes in residential property prices;
•	 Hang Seng Property (HSP): a weighted index of Chinese Real Investment Trusts.

For each of these indices, we evaluated the logarithmic return and computed the estimation of its 
moments, obtaining for skewness a minimum value equal to - 2.59 and a maximum equal to 2.39, 
while for the excess kurtosis a minimum of 1.13 and a maximum of 10.75 (excluding Russian 
real estate, since it is quoted quarterly and presents excess kurtosis anomalies). High values in 
both skewness and kurtosis give evidence of a distribution far from normality for the observed 
return. In evaluating indices we have used a null risk-free rate rf and a null target level of return 
τ. For VaR and CVaR in VaRR, CVaRR and Rachev ratio, a value of c equal to 99% has been used, 
while for the good CVaR in the Rachev ratio c1 is taken equal to 50%.

3.2 Ranking Correlation
In order to quantify the relation between the performance measures, we have evaluated the 
Spearman rank correlation coefficients year by year. All performance measures, except for 
Rachev ratio, display usually good rank correlation with respect to the Sharpe ratio, between 
0.028 (CVaR ratio, 2015) and 0.979 (Omega ratio, 2013). Table 1 and 2 report the Spearman rank 
1 Source: Bloomberg Finance L.P. Closing adjusted prices have been considered. The quotes of the Russian 
real estate index are given only quarterly, all the others are quoted daily, weekly, monthly and so on.



7
A Comparison of Ranking Criteria:  
an Application to Asset Class Indices of Europe, US, Russia and China

correlation coefficients related to the year with the minimum (2015) and the maximum (2013). 
It should be noted that the CVaR ratio in 2015 shows a low level of correlation with any of 
the other performance ratios, which is probably due to the scarce amount of historical data 
considered in the CVaR evaluation.
On average, the rank correlation of the Sharpe ratio in relation to the other examined performance 
measures over the years amounts to 0.642. 

Table 1
2015 SR VaRR CVaRR Omega Sortino Rachev

SR 1 0,811 0,028 0,804 0,741 0,783
VaRR 1 0,056 0,993 0,923 0,958
CVaRR 1 0,077 0,154 0,014
Omega 1 0,951 0,972
Sortino 1 0,951
Rachev 1

Table 2
2013 SR VaRR CVaRR Omega Sortino Rachev

SR 1 0,951 0,951 0,972 0,979 0,951
VaRR 1 0,888 0,979 0,951 0,986
CVaRR 1 0,937 0,909 0,895
Omega 1 0,951 0,979
Sortino 1 0,930
Rachev 1

In general, there is also a good correlation between the other pairs of performance ratios, except 
sometimes for the Rachev ratio and the VaR ratio. Our analysis partially confirm the results 
obtained by Eling, Schuhmacher 2007, who find a very high rank correlation of the examined 
performance measures with respect to the Sharpe ratio and also in relation with each other.

3.3 The Best Asset Classes
In the previous paragraph we have found similarities in all the rankings. A refined analysis, 
using weekly or daily data will probably give more precise answers and results strictly close to 
those shown by Eling and Schuhmacher. This means that different performance indices can be 
considered as thermometers calibrated with different degrees, but they give the same ranking. 
In order to give a visual representation of this result and a more immediate analysis, we have 
used Excel contour charts. Year by year, the white areas cover the two best performing asset 
classes (the top), the grey areas represent the five medium performing asset classes, while the 
five worst performing asset classes are painted in black. Hereafter we report the graphs for every 
performance indicator.
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The graphs may seem very different, but there are interesting similarities that are worthy of note. 
For example, the “black snake” on the right (in Picture 1(a) the detail from the Sortino graph 
is everywhere evident, even though less so in the CVaR ratio). This shows that from 2012 to 
2015 American, Russian and Chinese fixed income indices are the worst performers, whatever 
performance measure we choose.
Another shared feature, except for CVaR ratio, is the “giraffe” on the bottom left, shown in 
Picture 1(b). This can be interpreted as the supremacy of Chinese fixed income and European 
and American real estate in the years 2003-2008.
Lastly, the black trapezoid in the upper part of almost all graphs corresponding to the year 2008 
suggest US and European stock indices as the worst performers in that period, which we can 
easily relate to the financial crisis.

Picture 1 Details from the Sortino graph: (a) the black snake; (b) the white giraffe.

                	   	 (a)                  	 (b)

4. Conclusions
Performance measures are fundamental in the analysis of the behaviour of a portfolio, an asset 
or an index. On one hand, they are key to evaluate (ex post) whether or not a fund manager has 
met their purposes or, better, those of the client. On the other hand, performance ratios can find 
application in optimal portfolio selection: starting from the assumptions on the portfolio return 
distribution and maximizing ex ante the selected performance ratio.
In our paper we analyzed and compared different ex post performance ratios of three major asset 
classes for four areas (Europe, US, Russia and China) over the period 2003-2015.
Our analysis gives evidence of a relationship between the rankings obtained using different 
performance indices.
This suggest the opportunity to rely on the simplest and widely used Sharpe ratio, despite the 
criticism vastly evidenced in literature.
We have used a visual representation of the results that allows a more immediate comparison of 
the adequacy of the performance ratios in evaluating the financial landscape during the period 
2003-2015: all the performance indices seem to be able to capture the past decade evolution. 
This confirms that, given an appropriate stochastic modelling of the return dynamics, they can 
be usefully applied ex ante in portfolio choice.
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The Behaviour of US and UK Public Debt 
Further Evidence Based on Time Varying Parameters

Suleyman Bolat • Aviral K. Tiwari • Mihai Mutascu

Abstract   The paper investigates whether US and UK have followed sustainable debt policies 
during the period 1970-2012, by exploring the reaction of the primary surplus as percentage 
of GDP to variations in the debt to GDP ratio, as a powerful test. The main results reveal that 
the coefficient for UK is negative and significant, while for the US, we are unable to find 
a clear-cut evidence of the sustainability of public debt as the coefficient is also negative, 
but insignificant. In the case of the UK, the outputs reveal that government did not raise the 
primary surplus as the government debt increased rather reduced it and this reduction has 
been significant. On the other hand, the significance of the reaction coefficient demonstrates 
that the reaction of the primary surplus to increases in public debt varies over time. All these 
evidences allow us to appreciate that the fiscal policy in the UK is not sustainable in the sense 
of satisfying of intertemporal budgetary constrain.

Keyword  Public debt – Budget deficit - Time varying parameter - Intertemporal constraint 	
	  	 Sustainability 

JEL Classification: C22 - E62 - H63

1. Introduction
In recent years, the increased budget deficit and public debt experienced by many developed 
and developing countries have led to the increasing importance of government finance in the 
long run. Most countries face extensive pressure on their public debts and deficits in the last 
two decades. Due to the recent financial crisis and the outstanding fiscal stimulus to drive 
the world economy out of recession, it is important to satisfy the budget plan of government 
(Fincke and Greiner, 2011a). 
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Especially European countries and US have suffered from very persistent problem by virtue of 
high public deficits and increase of the public debt. This situation describes vital problem from 
economic and political aspects, especially US and European countries both now and in future. 
Some fiscal rules are applied for European countries, limiting the public debt to GDP is 60% 
and public deficits to GDP is 3%. These measures have been established by Maastricht Treaty 
and where accepted for the European countries in 1992. In this context, the question is whether 
governments are able to respond in a sustainable way for persistent budget deficits and high public 
debt. Therefore, countries need to satisfy their deficits and debt in the short run, but they require 
that the present value of debt converges to zero asymptotically (Fincke and Greiner, 2011b). The 
government’s interptemporal budget constraint (IBC), within a dynamically efficient economy, 
requires fiscal policies to satisfy the present value borrowing constraint i.e., the present value of 
outlays equals the present value of revenues (Legrenzi and Milas, 2011). 
	 This implies that the expected present value of expenditures (exclusive interest payments) 
must not exceed the expected present value of revenue, which is known as no-Ponzi game 
condition. The mean of this condition is that households cannot borrow and pay the interest 
payments with borrowing more (Greiner, Köller and Semmler, 2007). Sustainable way in the 
economy is related to the financial solvency of the government and is connected to the current and 
expected future fiscal and economic policies. If economic and fiscal agents expect the current and 
future fiscal and economic policies to cause intertemporal budget constraint (IBC), fiscal process 
is accepted to be sustainable and vice versa. The intertemporal budget constraint (IBC) in present 
value terms is also known as the present value budget constraint (PVBC) in US economics 
literature and the sustainability of public finance is vital for the long term (Bravo and Silvestre, 
2002). If a given fiscal policy is estimated to be unsustainable, it has to transform a position in 
which the future primary balances are consistent with the budget constraints (Afonso, 2005). 
We follow the model developed by Bohn (1998) who has introduced an approach to calculate to 
the public debt for mean reverting process. 
	 This approach is tested how the primary surplus relative to GDP responds to variations 
in public debt relative to GDP. Given the estimated positive response of primary surpluses to 
debt to GDP ratio, the government budget identity shows that the debt to GDP ratio must be 
mean reverting process. If the response of the primary surplus to the public debt is positive and 
statistically significant, the fiscal policy can be indicated to satisfy the intertemporal budget 
constraint of these governments. 
	 The aim of our study is to test the validity of fiscal sustainability for US and UK over 
the period 1970-2012 through the approach by Bohn (1998) and the way it applied in Fincke 
and Greiner (2011b). The interest for US and UK is given by the fact that both countries 
experimented, with similar tendencies (except the period 1970-1982), especially in the last 10 
years, an accentuate increase in the level of public debt, as Figure 1 illustrates. The main add of 
this paper is the estimation of time-varying parameter for US and UK, as very important signal 
for dynamic reaction of primary surplus to increases in public debt. 
	 Fincke and Greiner (2011b) refer to three main reasons for the allowance of time-varying 
parameters in the regressions. The first reason shows that the true data generating process is 
unknown and most likely nonlinear. The nonlinear model is estimated based on time-varying 
coefficients (Granger, 2008), while the model with time-varying coefficients is more general 
than OLS estimation. The second reason highlights how react the government under public debt 
changes (see also Bajo-Rubio et al., 2004; Martin, 2000; Payne et al. 2008; or Westerlund and 
Prohl, 2010), while the last one reveals that the long-run coefficients are based on short-run 
coefficients through the level of random coefficients. 
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Figure 1 The public debt in US and UK, in the period 1970-2012

 
 
 
 
 
 
 
 

Source of data: IMF Historical Public Debt Database (September 2012)

We also consider that, according to Fincke and Greiner (2011b), the stock of real public debt is 
not adjusted through the seignorage or inflation. In this case, the central bank is independent and 
the government actions for reducing of public debt are not rely on central bank.
Studies about these topics have devoted many efforts. In this area, the relationship between 
primary surplus and borrowing is especially examined in Table 1. 

Table 1 Empirical results for public debt - primary surplus in the literature

Author(s) Country - Period Data 
Frequency Methods Sustainability

Haug (1991) US - 1960:1-1987:4 Quarterly Cointegration Yes

Smith and Zin
(1991) Canada-1946:1-1984:12 Monthly Cointegration No

MacDonald (1992) US - 1951:1-1984:12 Monthly Cointegration No

Bohn (1998) US - 1916-1995 Annual OLS Yes

Melitz (2000) 19 OECD Countries
1976-1995 and 1959-1995 Annual 2SLS, 3SLS Yes

Canzoneri; Cumby; 
Diba (2001) US - 1951-1995 Annual VAR Yes

Favero (2002) France, Germany, Italy, 
Spain - 1960-2000 Annual SUR Yes

Favero and Monacelli 
(2003) US - 1960-2000 Quarterly

Markov 
Switching 

Model, VAR
Yes

Greiner; Köller;
Semmler (2007)

Italy, Germany, France, 
Portugal, US 1960-2003 Annual OLS Yes
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Author(s) Country - Period Data 
Frequency Methods Sustainability

Ballabriga and 
Martinez-Mongay 
(2005)

EU - 14 Countries, US 
and Japan 1977-2002 Annual NLLS Yes

Mendoza and Ostry
(2008)

22 developed and 34 
developing countries Annual Panel 

Regression No

Afonso (2008) EU - 15 Countries - 
1970-2003 Annual Panel 2SLS Yes

Bajo-Rubio; Diaz-
Roldan; Esteve 
(2009)

11 EU Countries - 
1970-2005 Annual VAR Yes

Afonso and Jalles 
(2011)

18 OECD Countries 
1970-2010 Annual

Robust Panel 
Regression, 
Panel VAR

Yes

Tiwari (2011) India Annual Time Varying 
Parameter No

The remainder of this paper is organized as follows. Section 2 lays out the theoretical framework 
and section 3 presents the empirical evidence and section 4 discusses the conclusion of this study.
 

2. Theoretical framework
The basic of this study focuses on the systematic relationship between the debt-to-GDP and 
the primary surplus, being largely based on the work of Fincke and Greiner (2011b). This 
relationship is examines for the first time by Bohn (1998), but it takes it basis from Barro’s 
(1979) tax-smoothing model that examines an effect of debt on primary surplus. Direct evidence 
from examining the positive response of the primary surplus to the debt-to-GDP ratio is enough 
a signal for sustainability. Because of some various shocks, such as fluctuations in income 
growth, interest rate and government spending, debt-to-GDP, ratio does not turn into the mean-
reversion. In order to achieve the fiscal sustainability, it is noteworthy not only the positive 
response of primary surpluses to the debt-GDP ratio but also the satisfying the intertemporal 
budget constraint (Bohn, 1998). If government wants to reduce the stock of public debt, it can be 
appropriate to expect the government to reach the primary surpluses. 
	 The main principle is to meet the debt stabilization and sustainable goals, so a positive 
response of primary balance to the stock of debt should be foreseen (Afonso, 2008; Bohn, 1998). 
The public debt has this form:
	
 	                       	 (1)

where B(t) - the public debt, r(t) - the interest rate, G(t) - the public spending, T(t) - the tax 
revenues, S(t) - the primary surplus (including public revenues), and t - the time.
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The public debt is sustainable only if the intertemporal budget constraint is satisfied:

             	

          	 (2)

Considering the primary surplus relative to GDP (S/Y), we can write:

    		  (3)

where  IRα ∈ - a constant, and IRβ ∈ - a time varying reaction coefficient of primary surplus to 
public debt relative to GDP. On this framework, Fincke and Greiner (2011b) demonstrated that, 
for some period, the government reaction to the debt ratio may be zero or even negative, while in 
the average it must be positive. Otherwise, there is not any evidence for sustainable debt policy.

3.  Empirical evidence
We apply a test that is based on the theoretical considerations of the last section to data for 
the US and UK during the period 1970-2012. Then, we analyse the correlation between the 
primary surplus and public debt all measured as ratios to GDP. Our empirical analysis employs 
the primary surplus and debt to GDP data provided by the US and UK and data is taken from 
the AMECO (Annual Macro-economic Database) and IMF Historical Public Debt Database 
(September 2012) over the period 1970 to 2012. These countries have been selected according to 
the data available. For the US and UK we estimate the reaction of the primary surplus to public 
debt, relative to GDP respectively, and present the results. The next step is to check the existence 
of mean reversion of public debt, testing the positive reaction coefficient.
In this case, we follow this equation (annual data):

                                          	 (4)

where s(t) - the primary surplus as percentage of GDP, b(t) - the public debt as percentage of 
GDP, Z(t) - the vector of variables (which includes 1 in its first element, for the intercept, and 
additional variables in its other elements, heaving the influence on primary surplus ratio), ε(t)  - 
the error term (assumed to be i.i.d. N(0, σ2)) and, finally, t - the time. Z(t) is entered according 
to Bohn (1998) and is relied on tax smoothing hypothesis. The hypothesis states that the public 
deficits should be used keeping the tax rates constant in order to minimize the excess tax burden. 
The regular inputs will finance the normal expenditures, while any deficits will cover the 
unexpected outputs. In this case, we will enter a business component - YVar, which capture the 
fluctuation in revenues, by subtracting the long-term trend of GDP, with the Hodrick-Prescott-
Filter (HP-Filter) to the real GDP series, from its actual values. 
	 As the deviations of real public expenditures from its long-run trend affect the primary 
surplus, we inserted a second business cycle variable - GVar(t), by using the same HP-Filter. 
This component measures the fluctuations of public expenditures around its trend. Further, in 
order to deal with the endogeneity, we follow the contribution of Fincke and Greiner (2011b), by 
considering the lagged debt ratio b(t − 1):

                    	 (5)
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We estimate time-varying coefficients by using the penalized spline estimation (see also Hasti 
and Tibshirani, 1999, or Ruppert et al., 2003 among others), which is more robust than OLS 
estimation. Thus, we estimate the reaction coefficient β(t) in equation (5) as a function of time. 
Firstly, we estimate equation (5) for USA and UK, for the data from 1970 until 2012. The result 
of the estimation is presented in Table 2.

Table 2 Coefficients for equation (5) for with data from 1970-2012

Country USA UK

Coefficient
Stand. 
error 
(t-stat)

Pr(>t) Coefficient
Stand. 
error 
(t-stat)

Pr(>t)

Constant -1.367e-03 2.371e-02  
(-0.058) 0.954 0.0035459 0.0424812

(0.083) 0.9340

b(t − 1) -1.743e-04 4.888e-04  
(-0.357) 0.724 -0.0030855 0.0013720

(-2.249) 0.0322

GVar(t) 5.024e-06 6.345e-06 
(0.792) 0.434 0.0001811 0.0001202

(1.507) 0.1426

YVar(t) 6.617e-05 7.347e-06   
(9.007)

3.33e-
10 0.0007540 0.0001211

(6.227) 8.29e-07

sm(t) edf: 7.176 F: 35.71 p-value:  
2e-16 edf: 9.275 F: 33.95 p-value:  

2e-16

R2(adj): 
0.918

DW: 
1.282404

R2(adj): 
0.902

DW:
1.852696

Source: Authors’ calculation 

The estimation outcome shown in Table 2 demonstrates that for the USA the average reaction 
coefficient of the primary surplus relative to GDP to variations in the debt to GDP ratio takes a 
negative value of 1.743e-04 percent and is statistically insignificant even at the 10 percent level. 
This implies that the USA government did not raise the primary surplus as government debt 
increased rather reduced it. However, this reduction has been insignificant. It can also be realized 
that the time-varying component of the reaction coefficient, denoted by sm(t) in the 5th row, is 
statistically significant, too, and the estimated degrees of freedom (edf) of about 7.176 indicate 
that the reaction coefficient is not constant but a time-varying function. 
	 However, for the UK the average reaction coefficient of the primary surplus relative to 
GDP to variations in the debt to GDP ratio takes a negative value of 0.0030855 percent and is 
statistically significant at the 5 percent level. This implies that the UK government did not raise 
the primary surplus as government debt increased rather reduced it and this reduction has been 
significant. It can also be realized that the time-varying component of the reaction coefficient, 
denoted by sm(t) in the 5th row, is statistically significant, too, and the estimated degrees of 
freedom (edf) of about 9.275 indicate that the reaction coefficient is not constant but a time-
varying function. 
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In Figure 2 are illustrated the graphics of the smooth term, for both countries. They are drawn 
such that a value of zero, for the smooth term, implies that the coefficient of reaction just equals 
its average value. At certain point in time, the actual value of the reaction coefficient equalises 
the average value plus the level of smooth term. 

Figure 2 The following figures present plots of the smooth term sm(t) that gives the deviation of 
the reaction coefficient from its average value.

The reaction coefficient has a constant tendency until 2000 in both countries, but after that, it 
dramatically declines. Starting to the year 2009, it registers a steeply increasing trend in UK 
relative to USA. In this case, the UK government does not put pressure on stabilization of 
public debt. This also shows there is an almost monotonously rising debt ratio to GDP over the 
considered period. As the coefficient of GVar is positive, the primary surplus increases when 
public spending is above its trend. At the same time, primary surplus declines when GDP is 
below its trend because the coefficient of the variable YVar is also positive. In both cases, the 
adjusted R2 is around of 90 percent, indicating a good overall fit of the model. The Durbin-
Watson test statistics (DW) does not suggest any issue in respect to the residuals autocorrelated, 
particularly for UK. 

4.  Conclusions

The US and UK are two countries, which have experimented in the last years significant budgetary 
deficits and also high level of public debts. In this context, we analyse whether US and UK have 
followed sustainable debt policies during the period 1970-2012. In order to test these aspects, we 
investigate the reaction of the primary surplus as percentage of GDP to variations in the debt to 
GDP ratio, as a powerful test. The main results reveal that the coefficient for UK is negative and 
significant. For the case of US, we are unable to find a clear-cut evidence of the sustainability of 
public debt (i.e. the coefficient is also negative, but insignificant).
	 In the case of the UK, the outputs reveal that government did not raise the primary surplus as 
the government debt increased rather reduced it and this reduction has been significant. Moreover, 
the significance of the reaction coefficient demonstrates that the reaction of the primary surplus 
to increases in public debt is not constant; instead, it varies over time. All these evidences allow 
us to appreciate that the fiscal policy in the UK is not sustainable in the sense of satisfying of 
intertemporal budgetary constrain.
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The main policy implications suggest that it is required for the UK government to reduce the 
public expenditures, without any significant tax augmentation, in order to sustain the rise of 
public debt. More precisely, the authority should stimulate the primary surplus for covering the 
public debt in order to ensure the fiscal policy sustainability. 
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Liberalization of Trade with the EFTA Countries 
Some Evidence from Bosnia and Herzegovina

Safet Kurtovic • Sead Talovic • Blerim Halili • Nehat Maxhuni

Abstract    This paper’s main objective is to study the effect of the liberalization of trade with 
EFTA countries on trade balance of B&H. It analyzes the time series data for the period 2005 
– 2014. Our theoretical framework includes the gravity model and the econometric technique 
system of simultaneous equations: Three-Stage Least Squares. 
	 The research results show that the liberalization of trade with the EFTA countries has 
led to an increase of trade flows; however, it has not resulted in a significant convergence 
in exports and imports i.e. in an equable trade balance. We have concluded that the increase 
in export from B&H to the EFTA countries is positively affected by the consumer price 
index, population, signed bilateral agreements and geographical distance between the EFTA 
countries, while the reduction in import of products to B&H is positively affected by signed 
bilateral agreements with the EFTA countries. Finally, we have found that the reduction in 
B&H trade deficit is positively affected by reduced gross domestic product (GDP) of B&H. 
In the case of other analyzed independent variables affecting trade balance, no positive effects 
have been registered.

Keywords Trade agreements - Liberalization - Trade - Export - Import - Trade balance

JEL Classification   F150 - F110 - F130

Introduction
Reducing trade barriers enables free trade globally and increases the welfare of companies 
and consumers. Free trade enables end consumers to purchase the same or greater quantity of 
products for less money. Also, companies get access to cheaper inputs and technologies and 
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achieve cost savings (Bhagwati and Panagariya 1996; Srinivasan 1998; Robinson and Thierfelder 
1999; EFTA Team 2004).
	 The establishment of regional trade agreements has been supported by GATT, General 
Agreement on Trade in Services (GATS) and the Most-Favored-Nation (MFN) principle (Mihashi 
2009). In 2015, the World Trade Organization (WTO) reported that there were 619 regional trade 
agreements, of which 413 were in force. Of the total number of signed agreements, 428 pertained 
to free trade and customs union, i.e. were regulated by Article XXIV of the GATT 1947 or GATT 
1994 (WTO 2015). Preferential trade agreements are the agreements through which the signatory 
countries remove mutual discriminatory trade barriers and introduce trade barriers towards third 
countries (Mukunoki 2005). Trade partners can choose between the unilateral and preferential 
trade liberalization. Both of these trade liberalization options lead to economic welfare. However, 
preferential trade is more acceptable than the unilateral trade liberalization (EFTA Team 2004). 
We differentiate between the following forms of preferential trade: customs union, free trade 
area and common market. Customs union removes internal trade barriers and imposes common 
external customs tariff toward third countries (e.g. EC, the Central American Common Market 
(CACM) and MERCOSUR). Free trade area (FTA) eliminates internal trade barriers, but each 
country retains special customs policy toward third countries. Finally, common market abolishes 
customs duties between the member countries and introduces a common customs policy toward 
third countries (e.g. EU) (Baldwin and Venables 2004; Mansfield and Milner 1999; Mihashi 
2009).
	 EFTA (European Free Trade Agreement) was established in 1960 by Austria, Denmark, 
Norway, Portugal, Sweden, Switzerland and the United Kingdom. It was joined by Finland in 
1961, Iceland in 1970 and Liechtenstein in 1991. However, the United Kingdom and Denmark 
(in 1973), Portugal and Austria (in 1986), Finland and Sweden (in 1995) left EFTA and joined 
the EU. After the accession to the EU, Iceland, Liechtenstein, Norway and Switzerland remained 
EFTA members (Ferreira 1990; Avery 1995; Ahearn 2011; Fundira 2007; Schmieding 1989; 
EFTA Team 2004). Norway, Iceland and Liechtenstein together with the EU make up the 
European Economic Area (EEA), while they signed a bilateral agreement with Switzerland that 
entered into force in 2002 (Baldwin 2011; EFTA Team 2004; Trocan 2010). Apart from this, 
EFTA signed bilateral agreements with over 50 countries including B&H (Van Randwyck 2011; 
Matta 2014; Baudenbacher 2005; Službeni Glasnik BiH – Međunarodni ugovori 2014). EFTA 
Agreement mainly covers trade in industrial, agricultural and fish products. This agreement, like 
the other EU agreements, potentiates asymmetric trade liberalization (Cieślik and Hagemejer 
2001; Ahearn 2011). 
	 Preferential agreements lead to trade creation and trade diversion. Trade creation is considered 
a desirable process, whereas trade diversion is deemed an undesirable process negatively 
affecting multilateral trade flows (Viner 1950). Trade creation is a more efficient process since 
it represents the replacement of inefficient domestic production with cheaper imports from trade 
partner countries (Zahariadis 2007; Robinson and Thierfelder 1999). Trade diversion represents 
the replacement of cheap imports from the world market with more expensive imports from 
partners (Lipsey 1957; Park and Park 2008; Stevens et al. 2015; Dee and Gali 2005; Snorrason 
2012; Spies and Marques 2006). 
	 Free trade agreements lead to the complementarity effect. Countries that sign free trade 
agreements increase mutual imports and drastically reduce imports from third countries. This 
trade diversion leads to a reduction of their influence in the manipulation of terms of trade with 
third countries, which results in the reduction of their external tariffs. If the production costs 
increase, signatory countries will see a rise in mutual trade with the countries with which they 
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signed bilateral free trade agreements, while the exports to third countries will be reduced. This 
situation results in reduced manipulation of terms of trade by the third countries, which eventually 
leads to decrease in customs duties towards FTA member countries (Saggi et al. 2015). 
This paper’s main objective is to find out whether liberalization of trade between B&H and the 
EFTA countries positively affects levelling off of trade balance. To that effect, we attempted to 
prove theoretical settings and numerous empirical studies stating that trade liberalization leads 
to an increase in trade flows between trade partners, but that it results neither in convergence in 
welfare nor in levelling off of trade balance in less developed industrial countries. Namely, less 
industrialized countries register higher imports than exports, i.e. they fail to reduce trade deficit 
as compared to developed industrial countries. Finally, we concluded that the main reason for 
this is the low competitiveness of the national economy of the less industrialized country, in this 
case of B&H.  
	 The paper consists of sections as follows: Section 2 provides an overview of literature 
or research closely related to this paper’s research subject; Section 3 describes the economic 
model; Section 4 describes econometric techniques and databases used in the research; Section 
5 provides the empirical results of the research and, finally, Section 6 contains the conclusion. 

2.  Literature review

Aitken (1973) studied the effect of the European Economic Community (EEC) and EFTA on 
the increase in European trade. He applied gravity model and concluded that trade integrations 
positively affected the increase in gross domestic trade, especially in the case of EEC. Apart 
from this, he studied the positive effect of trade diversion of EFTA as compared to five EEC 
countries. Finally, EEC achieved the external effect of trade creation with EFTA, but this effect 
remained in the shadow of the trade diversion effect. Bhagwati (1993) explored the relationship 
between regional and multilateral trade. Primarily, he emphasized an increasing presence of 
regional trade agreements compared to multilateral agreements. Regional trade agreements 
represent a threat to multilateral trade because they give an advantage to member countries in 
the sense of enhancing their economic welfare, whereas, on the other hand, they block world 
trade and impoverish non-member countries. Krishna (1998) also studied the relationship 
between regionalism and multilateralism. To that effect, he applied Brander-Krugman model 
and concluded that preferential trade agreements lead to reduction in world trade flows and that 
they had a destimulating effect on multilateral liberalization. Regional preferential agreements 
cause trade diversion and thus stimulate the trade among the signatory countries, i.e. block the 
trade with a third party. 
	 Carrere (2003) used the sample of 130 countries to study the effect of trade agreements on 
trade flows enhancement. She applied gravity model to explain the effects of trade diversion and 
trade creation using the example of seven regional trade agreements. The study results showed 
that regional agreements had a significant effect on the increase in trade flows between the 
member countries, whereas they contributed to a reduction in trade flows in the rest of the world 
– thus proving trade diversion. Furusawa and Konishi (2003) studied the factors affecting the 
establishment of free trade agreements. In the case when an agreement consists of symmetrical 
countries and when products and services cannot be substituted, then the integration structure 
and global trade network are stable. Baldwin and Venables (2004) studied the effect of regional 
economic integrations using the example of EC92 and NAFTA. Their research covered three 
effects of regional economic integrations: allocation, accumulation and location effect. In the 
case of EC92 all three effects have been observed, whereas these same effects were less present 
in NAFTA. 
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Spies and Marques (2006) researched the effect of the European free trade agreements on the 
Central and Eastern European countries. They applied the gravity model in order to study the 
effect of agreements with respect to exports and imports within the established trade bloc. They 
concluded that the trade exchange within the group had grown, while Slovakia and Czech 
Republic achieved increase in trade at the expense of import from third countries. Magee (2007) 
studied the effect of all regional agreements on trade flows in member countries. He applied the 
fixed effect technique and the gravity model. The study has shown that regional trade agreements 
lead to an increase in trade by 26 percent in the first four years, while in the long run or after more 
than 11 years there is an 89 percent increase in trade. Free trade agreements cause slower growth 
in intra-bloc trade compared to the customs union. Caporale et al. (2008) studied the effect of 
the Free Trade Agreement between the EU-15 countries and four Central and Eastern European 
countries. For the purpose of measurement, they used a control variable i.e. three countries such 
as the Russian Federation, Ukraine and Belarus, which had not signed trade agreements with 
the EU. They applied FEVD econometric technique, which showed that there was a positive 
growth trend in the trade between the countries under analysis. Trade between EU-15 and 
CEEC-4 countries increased by 37 percent in 1990, by 60 percent in 2000 and by 74 percent in 
2005. On the other hand, Belarus, the Russian Federation and Ukraine registered a growth of 33 
percent in 1992 and 38 percent in 2005. Coulibaly (2009) studied the effect of NAFTA on trade 
flows between member countries and with third countries. He concluded that NAFTA increased 
imports from non-member countries, while, in turn, exports decreased. Cieślik and Hagemejer 
(2011) studied trade liberalization of the Central and Eastern European countries in the time 
period from 1993 to 2004. Having applied the gravity model, they concluded that the variables 
had a positive effect on the increase in trade flows with the EU. This effect varied among the 
countries because they differ in economic strength and competitiveness. Cipollina and Salvatici 
(2012) researched the effect of regional free trade agreements on the increase in bilateral trade 
flows. They applied meta-analysis as well as random and fixed effect method and statistically 
presented 1827 estimates collected from the sample of 85 studies. 
	 The research results showed that regional free trade agreements positively affected the 
increase in trade by 11 percent. Barbalet et al. (2015) studied the effect of 27 regional and 
bilateral trade agreements on Australian economy. They applied the gravity model and Poisson 
regression and concluded that preferential trade agreements lead to an increase in trade between 
trade partners, but cause negative trade balance with third countries. On the other hand, non-
preferential trade agreements lead to an increase in trade both between the members and with 
third countries.   

3.  The Economic Model
The gravity model of trade bears a strong similarity to Newton’s formula of gravitation. In this 
model, the two trading areas could be viewed as celestial objects and the value of trade could 
be viewed as the gravitational pull. Gravity models utilize the gravitational force concept as an 
analogy to explain the volume of trade, capital flows, and migration among the countries of the 
world. Jan Tinbergen used an analogy with Newton’s universal law of gravitation to describe 
the patterns of bilateral aggregate trade flows between two countries A and B as “proportional to 
the gross national products of those countries and inversely proportional to the distance between 
them,”(Chaney 2011). The trade (~gravitational pull) is dependent on the GDPs (~mass) of the 
two trading areas, and their physical distance. The bigger the GDP (~mass) between the two 
trading areas (~celestial objects) the greater is the trade (~gravitational pull). The trade between 
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the two areas decays exponentially as distance increases (~ decrease in gravitational pull by the 
square of distance). 
The similarities end there as GMT can take other variables like infrastructure (~sources of 
friction) (Beronilla et al. n.d.). Thus a mass of goods or labor or other factors of production 
supplied at origin i, Yi , is attracted to a mass of demand for goods or labor at destination j, Ej, 
but the potential flow is reduced by the distance between them, dij. Strictly applying the analogy

(1)

gives the predicted movement of goods or labor between i and j, Xij  (Anderson 2010).
The gravity model is based on the assumption that trade between countries depends positively 
on their size and inversely on distance. Economically rich and geographically close countries 
trade more together than with third countries. In its simplest form, the gravity equation states that 
the bilateral trade between two countries is directly proportional to the product of the countries’ 
GDPs. Thus, larger countries will tend to trade more with each other, and countries that are more 
even in their relative sizes will also trade more (Braha et al. 2014). The basic form of the gravity 
equation is as follows (Batra 2004) 

(2)

where Tradeij is the bilateral trade between country i and j; A is a constant;  GDPi and GDPj are 
the respective real domestic products of the countries; Distanceij is the distance in kilometers 
between country i and j (Gjipali et al. 2012).

In trade-theory, the gravity equation in its most basic and frequently used form is specified as 
(Gao 2009)

(3)

where Xij is the amount of trade between country i (host) and country j (home), Y is the nominal 
GDP of each country, Dij is the distance between the two countries, and Fij represents any other 
factors that might affect the amount of trade conducted between country i and j. Miscellaneous  
Fijfactors are frequently represented by dummy variables. This is because more often than 
not, these factors tend to remain constant for each individual country. In conjunction with the 
economic size Ni of a country is its market size, meaning larger countries have greater potential 
markets which would attract more firms to export to that country. To account for this possibility, 
some theories have suggested an extension of the gravity model to include the population size of 
each country into the equation

(4)

4.  Econometric issues
Our sample contains data relating to B&H and the EFTA countries (Iceland, Norway, Liechtenstein 
and Switzerland). The data used in the study are considered at annual level and pertain to the 
time period 2005 - 2014. They have been taken from the data bases of the Agency for Statistics 
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of B&H, the Central Bank of B&H, EFTA, Statistics Iceland, Amt für Statistik Liechtenstein, 
Statistics Norway, Swiss Statistics, Eurostat, World Bank (World Data Indicators). Amounts 
relating to variables are expressed in thousands of dollars. 
In order to measure the effect of export and import from the EFTA countries on B&H trade 
balance, we applied the gravity model and the econometric technique system of simultaneous 
equations: Three-Stage Least Squares. We introduced three regression equations based on gravity 
model equation. These pertain to imports, exports and trade balance of B&H:

(5)
(6)

		  (7)

Exportijt - denotes exports respectively between countries i and j at time t with i ≠ j (thousands of 
dollars) – independent variable;
Importsijt- denotes exports respectively between countries i and j at time t with i ≠ j (thousands 
of dollars) – independent variable;
Trade Balanceijt - stands for the trade balance as a proportion of GDP – independent variable;
GDPit, GDPjt  - represents the gross domestic product of country i and country j at time t – 
dependent variable;
REERit, REERjt  - represents the real effective exchange rate between i and j at time t – dependent 
variable;
CPIit, CPIjt  – represents Consumer Price Index of country i and country j at time t – dependent 
variable;
Disij - represents distance between the two largest or capital cities of countries i and j – dummy 
variable;
Accijt - represents a dummy variable that equals 1 if country i and country j have signed a regional 
agreement, and zero otherwise – dummy variable;
x – represents the population of country i and country j at time t – dummy variable;
εijt- is an error term.

The 2SLS method does not exploit the correlation of the disturbances across equations. You saw 
in the case of systems of regression equations that using FGLS to account for such correlations 
improved efficiency. This will also be true here (McFadden 1999). If the disturbances are 
contemporaneously correlated, a feasible generalized least squares (FGLS) version of the two-
stage least squares estimation leads to consistent and asymptotically more efficient estimates 
(Henningsen and Hamann 2007). If the entire simultaneous equations model is to be estimated, 
then one should consider system estimators rather than single equation estimators. System 
estimators take into account the zero restrictions in every equation as well as the variance-
covariance matrix of the disturbances of the whole system (Baltagi 2008). We turn to consider a 
system of g equations (Arellano 2003).

 (8)
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whose errors are orthogonal to a common  × 1 vector of instruments . Thus, in this example there 
are  moment conditions given by

(9)

Convenient compact notations for these moments are (Arellano 2003)

(10)

where 

                                                                                   (11)

Accordingly, the sample orthogonality conditions are

(12)

where Z= (z1, ... , zN)′ is an N x r0 matrix similar to that used in the 2SLS example, and we 
analogously define y1, ..., yg  and X1, ..., Xg. Moreover, y = (y1

’, ... , x’g)’ and X is a block diagonal 
matrix with blocks X1 , ..., Xg. The 3SLS estimator of θ minimizes the GMM criterion

(13)
with weight matrix given by

(14)

where  is the  residual covariance matrix (Arellano 2003)

(15)
and 

Therefore:
(16)

or

 (17)
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Moreover, in parallel with the earlier development for , the  formula can be written as

(18)

where is a block diagonal matrix with blocks .

(19)

with 

Expression 18 corresponds to the interpretation of 3SLS on which its name is based. Namely, 
the first two stages coincide with those of 2SLS for each of the g equations, whereas in the third 
stage we obtain as θ ̀3SLS as GLS  of  yi on xi weighted by the inverse of . Note that replacing by 
an identity matrix in 18 we obtain a compact expression for the 2SLS estimators of all the θ . 
Finally, we also have

(20)

so that θ ̀3SLS can also be interpreted as a simple IV estimator of the full system that uses  
as instrument and solves the moment conditions

(21)
 
The main advantage of 3SLS over 2SLS is a gain in asymptotic efficiency. The main disadvantage 
is that the estimators for a single equation are potentially less robust, since they will be inconsistent 
if the IV assumptions that Z is predetermined fail in any equation, not just a particular one of 
interest (McFadden 1999).

5.  Estimation results
Applying the gravity model and simultaneous equations: Three-Stage Least Squares, we studied 
the effect of trade liberalization with the EFTA countries on B&H trade balance. In Table 1 
we presented the descriptive statistics for variables affecting the trade balance of B&H, while 
simultaneously leaving out dummy variables. Based on the mean value and statistical deviation, 
we observe that import (Importijt) to B&H from the EFTA countries is very high. Gross domestic 
product (GDPjt) of EFTA countries significantly exceeds the gross domestic product (GDPit) 
of B&H. Trade balance (Trade Balanceijt) of B&H has negative value. Consumer Price Index 
(CPIjt) and real effective exchange rate (REERjt) of EFTA countries have greater main value and 
statistical deviation compared to B&H. 

Table 1 Descriptive statistics

Variable Obs Mean Std. Dev. Min Max

Exportijt 40 23478.33    39714.46          2 135878

Importijt 40 27703.4         52253.74        106 213899

Trade Balanceijt    40       -4225.075  34868.53    -133631    49328
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Variable Obs Mean Std. Dev. Min Max

GDPit 40 16285.5         2542.935      10909 18692

GDPjt 40 257752.1        263267.1       3659 703852

REERit 40    99.525            1.154423         98 101

REERjt 40               103.4    14.69659         87 153

CPIjt 40 74.6775    43.53706        -.7 106.3

CPIit 40 102.4    2.137816       98.8      104.9
Source: Author’s

Table 2 shows the results of the effect of trade liberalization on export, import and trade balance 
of B&H. We concluded that the export of products from B&H to the EFTA countries is positively 
affected by independent variables such as Consumer Price Index, geographical distance, signed 
bilateral trade agreements and population of the EFTA countries. The EFTA countries have 
low inflation, which positively affected the import of cheap raw materials, semi-products and 
products from B&H. 
	 With respect to transportation costs, geographical distance of the EFTA countries’ markets 
does not represent a great obstacle for export of products from B&H. Additionally, signed 
bilateral agreements with the EFTA countries contributed to a reduction in customs duties and 
non-customs barriers, which boosted exports from B&H to a certain extent. Finally, EFTA market 
has a population of 13 million, which represents a significant potential for an increase in exports 
from B&H. However, in regard to gross domestic product and real effective exchange rate of the 
EFTA countries, we concluded that they negatively affected the increase in export from B&H. 	
	 Despite the growing GDP of the EFTA countries, export of goods from B&H did not reach the 
desired level, in the sense of a significant reduction in trade, because B&H exports raw materials, 
semi-products and products of low competitiveness for which there is low demand within the 
EFTA countries as a result of low global demand. Real effective exchange rates of the EFTA 
countries, apart from the Icelandic Krona, have appreciated compared to the real exchange rate 
of BAM, which was supposed to lead to an increase in exports to the aforementioned countries; 
however, that did not happen. Namely, this has to do with the high elasticity of demand of the 
EFTA countries for B&H products.   

Table 2 Trade balance of B&H with the EFTA countries

Equation     Obs Parms RMSE «R-sq» chi2 P

Exportijt 40 6 11298.47    0.9170     461.73   0.0000

Importijt 40 6 27977.04    0.7060     150.34   0.0000

Trade Balanceijt    40 6 31317.55    0.1726       6.78   0.1481
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   Coef. Std. Err. z P>|z|     [95% Conf. Interval]
Exportijt

GDPjt .0571114   .0398854     1.43   0.152    -.0210626    .1352854

REERjt -117.5664   168.2399    -0.70   0.485    -447.3106    212.1778

Disij 33.34812   12.21473     2.73   0.006     9.407687    57.28856

Accij 91918.23     9687.8     9.49   0.000     72930.49      110906

Popjt .0058325   .0018497     3.15   0.002     .0022071    .0094579

CPIjt -853.6563   296.9202    -2.88   0.004    -1435.609   -271.7034

_cons -14068.78   14134.57    -1.00   0.320    -41772.02    13634.46
Importijt

GDPit -.7754184   2.122093    -0.37   0.715    -4.934644    3.383808

REERit -3008.552   3752.583    -0.80   0.423    -10363.48    4346.375

CIPit 639.2831   1789.383     0.36   0.721    -2867.843    4146.409

Disij -1.327231   3.030465    -0.44   0.661    -7.266833    4.612371

Accij 84448.04   7755.467    10.89   0.000      69247.6    99648.47

Popit .2784923   .3049471     0.91   0.361     -.319193    .8761775

_cons -817444.5    1130758 -0.72   0.470     -3033689     1398800

Trade  
Balanceijt           

GDPjt .0108039   .0139588     0.77   0.439    -.0165549    .0381627

GDPit 4.380431   1.893555     2.31   0.021     .6691309    8.091731

REERit 2934.012   4155.648     0.71   0.480    -5210.908    11078.93

REERjt 210.7882   228.9957     0.92   0.357    -238.0351    659.6115

_cons -392150.4     420480 -0.93   0.351     -1216276    431975.2
Note: *- significance at 10 percent level, **- significance at 5 percent level, ***- significance at 1 percent 
level. Source: Author’s

The research results are in accordance with the current theoretical views and the empirical 
research carried out to date stating that, compared to the more industrially developed countries, 
less industrially developed countries, within trade liberalization, register a negative trade balance 
i.e. import considerably more products than they export. Less industrially developed countries 
import technology and sophisticated products, while they export labor-intensive products. 
Observed by country, B&H mostly exports footwear, clothes and furniture to Iceland; furniture, 
steel, steel products and footwear to Norway; and footwear and furniture to Switzerland. There 
are no data available on export from B&H to Liechtenstein (EFTA, 2015). Hence, we note that 
B&H industry has low competitiveness when compared to the EFTA countries. On the other 
hand, import from the EFTA countries exceeds export considerably, which causes the trade 
balance deficit. It was only in the case of independent variable bilateral trade agreements that 
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we observed a positive effect on the reduction of import from the EFTA countries, whereas other 
independent variables exhibited a negative effect. Observed by country, B&H mostly imports 
livestock and manufacturing machines from Norway and pharmaceutical products, machines for 
machinery industry and electrical machines from Switzerland (EFTA, 2015). There are no data 
available on import from Iceland and Liechtenstein.
	 Finally, we have concluded that B&H registered a deficit in trade balance with the EFTA 
countries. This is mostly ascribed to the fact that imports exceed exports and particularly to the 
negative effect of variables such as gross domestic product and real effective exchange rates of 
the EFTA countries. On the other hand, decrease in gross domestic product of B&H positively 
affected the reduction in B&H trade balance deficit. In the period 2005-2014, GDP of B&H fell 
considerably, resulting in a decrease in domestic demand, which indirectly led to a decrease in 
import of products from the EFTA countries and a relative decrease in trade deficit.  

6. Conclusion
This paper studies the effect of the liberalization of trade with the EFTA countries on B&H trade 
balance. It analyzes the time series data for the period 2005 – 2014. We applied the gravity model 
and simultaneous equations: Three-Stage Least Squares. According to theoretical views, trade 
liberalization aims to enhance economic welfare and improve trade flows between partners. The 
research results confirm the current theoretical views and the previously carried out empirical 
research pertaining to trade liberalization and signing of trade agreements. Liberalization of trade 
between B&H and the EFTA countries enhanced the trade exchange; however, it did not lead 
to a significant reduction in trade balance deficit, i.e. imports continued to exceed the exports 
considerably. Liberalization of trade between the industrially developed countries and the less 
industrially developed countries in most cases does not positively affect the latter countries. 
Generally, less industrially developed countries register a negative trade balance and there is no 
convergence in trade exchange.  
	 We have concluded that export of products from B&H to the EFTA countries is positively 
affected by the factors such as Consumer Price Index, signed bilateral trade agreements, 
population and geographical distance of the EFTA countries, whereas it is negatively affected 
by gross domestic product and real effective exchange rates. Namely, we found that of all the 
analyzed factors affecting the reduction in import of products from EFTA to B&H, only bilateral 
agreements exhibited a positive effect, while the other variables had a negative impact. The fact 
that imports exceed exports is explained by the increase in import of sophisticated technology and 
pharmaceutical products from the EFTA countries, while B&H exports labor-intensive products 
such as footwear, furniture and steel. Apart from this, one of the main reasons for low export 
to the EFTA countries lies in the fact that the consumers and economies of the given countries 
exhibit more elasticity with respect to B&H products, i.e. these products are less competitive. On 
the other hand, consumers and economies in B&H show non-elasticity with respect to products 
imported from the EFTA countries.  
	 Finally, the result where we have imports exceeding exports leads to a balance of trade 
deficit in B&H. Trade balance deficit of B&H has decreased in the last couple of years due to 
a fall in GDP of B&H, which reflected itself on the reduction in domestic demand and import 
of products from the EFTA countries. However, the main reasons for B&H deficit pertain to 
exports of products, raw materials and semi-products of low competitiveness. In order to achieve 
convergence in trade balance between B&H and EFTA in the long run, B&H needs to implement 
the necessary economic reforms and change the product export structure, i.e. to improve its 
competitive position in relation to the EFTA countries. 
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Appendix 1
Figure A1 Independent variables affecting the B&H trade balance with the EFTA countries

Source: Author’s
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Abstract   Research on the increase in poverty in the transitional economies affected by the 
collapse of socialism began soon after the economic transition began. However, the nature of 
poverty in the former Soviet Union and Central and Eastern Europe differs, and two phases 
have been observed: a phase of increasing and stabilising poverty in the 1990s and a phase of 
declining poverty in the 2000s. Taking into account the possibility that the impact of household 
size, education level, and urban domicile, which are factors employed in traditional poverty 
research, may differ depending on the year or the region, this paper attempted a meta-analysis.
The results generally supported the hypothesis. In the 1990s, there was no difference between 
urban and rural populations in the probability of falling into poverty. After 2000, however, 
urban domicile became a significant factor in reducing the probability of falling into poverty. 
In addition, differences were observed between the former Soviet Union and Central and 
Eastern Europe in the factors affecting the poverty situation. This phenomenon is considered 
to indicate one of the directions for research in comparative transitional economics in the 
future. Furthermore, the trend in poverty dynamics seen here can probably also be regarded as 
indicating steady progress in “transition”.
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1. Introduction
The purpose of this paper is to describe, through previous research, how the factors causing 
households to fall into poverty in former socialist countries have been explored in the more 20 
years since the beginning of the economic transition.
	 It has been widely acknowledged that economic disparities were small and levels of 
poverty were low in socialist countries (McAuley, 1979). Although it was impossible to 
make detailed studies because hardly any data was made publicly available, it can be said 
that it was commonly acknowledged that income redistribution, government-set wage rates, 
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and generous social security kept poverty at low levels in the socialist countries (McAuley, 
1979). However, it is known that as the economic transition began, this situation changed. The 
well-known Milanovic (1997) employed various types of household survey data to estimate the 
total number of people with incomes below the poverty line. Based on his calculations, in 18 
countries located in the former Soviet Union and Southern/Eastern Europe, the number of people 
in poverty increased by ten times (from 14 million to 147 million people) in 1993–1995, the 
period following the beginning of the economic transition, compared with 1987–1988, which 
was before the economic transition. However, this was based on a poverty line of income of 
4 U.S. dollars per person per day at 1993 purchasing power parity, so it can be said to be a 
fairly high estimate. Nevertheless, this does probably not affect the overall trend. In addition, 
the increase in the number of people in poverty in Russia was striking. In 1987-1988, just 2.2 
million (1.5%) of the total population of 146 million people (1987) was in poverty, but after the 
economic transition began, the number of the poor in Russia increased by 30 times to 66 million 
people, 44% of the total population of 148.5 million people (1993) (Milanovic, 1997, Figure 1).

Figure 1 The Number of Population with Income below the Poverty Line (million)

Source: Prepared by the author by Milanovic (1997). 

Even under socialism, it was not the case that poverty did not exist at all. It needs to be pointed out 
that it was merely impossible to investigate it due to the inaccessibility of data. At the same time, 
however, poverty in regions that had been in the socialist bloc increased due to the economic 
transition, and it can be said that it became widespread than before.
	 What is interesting here is the impact that “poverty” had as a problem associated with 
economic transition, and the extent to which the problem is unique to transition economies. 
Poverty itself is a widely observed phenomenon, so it can be said that the most important task is 
to determine whether it is actually a problem of “transition economies”. Therefore this paper will 
carefully examine research on poverty in transition economies conducted over the past 20 years 
or so, and with regard to poverty in transition economies, by exploring trends such as which 
factors have been studied, how they are different or similar to such factors in other countries, 
and whether differences are observed among transition economies, aims to take into account the 
nature and achievements of poverty research in transitional countries during the 20 years since 
the economic transition began.
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2. Poverty in Transition Economies
The increase in poverty in transition economies described by Milanovic (1997), which mentioned 
in the introduction, has been described as “sudden poverty” in previous research (Ruminska-
Zimny, 1997). This expression sees the rapid increase in poverty in former socialist countries 
that had established generous systems of social security. Certainly, a big change occurred in 
the poverty headcount between the socialist era and the after the beginning of the economic 
transition. Nevertheless, as it was mentioned in the introduction, there is hardly any data for the 
socialist era. What can be used are various estimated series, such as the one illustrated in Figure 
2, which shows the poverty headcount (the percentage of the population with incomes below 
the “cost of maintaining a minimum standard of living”) and the Gini coefficients for per-capita 
income in Russia from 1980, before the collapse of the Soviet Union, to 2010s.
The poverty headcount, which was 11.4% in 1991, began rising as the economic transition began 
at the end of 1991, reaching 31.5% in 1993. Similarly, the Gini coefficient, which indicates 
the level of income disparity, jumped from 0.265 in 1991 to 0.398 in 1993. This can be said 
to illustrate the occurrence of the “sudden poverty” in the transition economies described by 
Ruminska-Zimny (1997).
	 However, it is easy to see two contrasting periods, a sudden increase during the 1990s 
and a decline during the 2000s. It can be pointed out that these trends were closely related 
to the economic situation. Figure 3 shows the poverty headcount in Russia alongside gross 
domestic product (GDP) per capita. At the beginning of the 1990s, when the economy shrank in 
conjunction with the economic transition, the poverty headcount increased sharply. From 1999, 
however, when the economy began growing on a sustained basis, the poverty headcount trended 
downwards. The correlation between the poverty headcount and per-capita GDP in Figure 3 is 
-0.76, illustrating that the poverty headcount declines as per-capita GDP increases.

Figure 2 Poverty Headcount and Gini Coefficients of Income in Russia, 1980-2011

Source: Prepared by the author by Braithwaite (1995); Rosstat, Sotsial’noe polozhenie Iurovenzhisni 
naseleniya Rossii, 1998, 2001,2004, 2010, 2011, 2013.



40 Kazuhiro Kumo

Figure 3 Poverty Headcount and GDP per capita in Russia, 1989-2010

Source: Prepared by the author by Rosstat, Sotsial’noe polozhenie Iurovenzhisni naseleniya Rossii, 1998, 
2001,2004, 2010, 2011, 2013; World Bank, World Development Indicators 2005, CD-ROM，and World 
Bank, World Development Indicators 2012, CD-ROM.

Needless to say, this is not something that is limited to Russia. The other socialist countries in 
Eastern Europe also had various systems, such as social security systems providing pensions, 
healthcare, systems for ensuring employment, and so on (McAuley, 1979; Braithwaite, Grootaert 
and Milanovic, 2000). As a result, it can be said that the transition to market economies that took 
place in these countries exhibited a similar phenomenon in that it made poverty more apparent. 
However, it must also be pointed out that the situation was not exactly the same in every region.

Table 1. Poverty Headcount. Poverty lines were defined by each country.
Top Half: Former Soviet States; Bottom Half: European and Asian Transitional Economies. 
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1993
1994 30.9
1995 68.1
1996 34.6 38.6
1997 32.1
1998 33
1999 55.5 96 46.7
2000 41.9 31.5
2001 48.3 49.6 46.7 28.9
2002 52.1 44.5 30.5 28.1 19.6
2003 54.5 37.5 72.4 27.1 29 19.3 17.4
2004 33.9 17.8 26.5 14.7 14.1
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2005 31.6 12.7 29 8.4 11.9
2006 18.2 61 11.1 30.2 6.8 11.1
2007 23.4 12.7 53.5 54.6 7.7 25.8 4.6
2008 27.6 15.8 22.7 12.1 31.7 6.1 26.4 2.9
2009 34.1 24.7 8.2 46.7 31.7 5.4 26.3
2010 35.8 33.7 21.9
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1993 14.5 23.8 58.1
1994 21.5
1995 25.4
1996 14.6 6
1997 17.3
1998 4.6 37.4
1999 14.3
2000 14.8 35.9
2001 15.6 30.6
2002 16.6 11.2 7.5 28.9 14 19.1 25.4 28.9
2003 25.1 19.2 37.7
2004 19 11.1 5.9 18.8 14.6 18.5 17.7 43.7 2.8 19.5
2005 18 15.1 20.4 34.8 18.5
2006 15.1 13.8 9 19 45.1 16
2007 14.6 6.6 14
2008 10.6 6.1 12.4 14.5
2009 6.9 34.5
2010 9.2

Prepared by the author by World Bank, World Development Indicators 2005, CD-ROM, and World Bank, 
World Development Indicators 2012, CD-ROM.

Table 1 shows poverty headcounts in the countries that comprised the Soviet Union, the transition 
economies of Central and Eastern Europe, as well as China and Vietnam. A look at this table 
enables a number of facts to be confirmed. The top half shows figures for the countries that 
comprised the Soviet Union, while the bottom half does the same for the transition economies of 
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Central and Eastern Europe and the Asian countries. The figures obtained have been presented, 
generally and on the whole, poverty headcounts are clearly lower in the bottom half. The average 
for the top half is 30.1%, and that for the bottom half is 19.2%, and if China and Vietnam are 
omitted, the latter is 18.9%. Furthermore, a comparison of the 1990s and 2000s reveals that the 
poverty headcount trended downwards. The averages for the top half were 46.7% in the 1990s 
and 27.4% in the 2000s, while those for the bottom half were 21.6% in the 1990s and 18.6% 
in the 2000s. It can be seen that the decline in poverty headcount during the 2000s was most 
conspicuous in the countries that comprised the Soviet Union. That has actually been pointed out 
by researchers such as Razumov and Yagodkina (2007) and Bobkov (2007).
	 The collapse of socialism delivered a transitional shock to the regions, and the number of 
people in poverty increased sharply. The increase was particularly conspicuous in the 1990s, and 
the situation was especially severe in the countries that formerly comprised the Soviet Union. 
However, the situation changed in the 2000s, and it can be pointed out that the poverty headcount 
in each country exhibited a clear downward trend.
	 So how was poverty in the transition economies described? During the socialist era, or the 
Soviet era, the risk of falling into poverty was regarded as high for households in rural areas and 
households with children (McAuley, 1979; Braithwaite, 1995). This view would be in line with 
the insights provided by general research on poverty. With the appearance of “sudden poverty” 
(Ruminska-Zimny, 1997) during the beginning of the economic transition in 1989–1991, poverty 
also became more widespread in urban areas during the 1990s (Gerry, Nivorozhkin and Rigg, 
2008). Later, urban poverty was seen to increase in developing countries worldwide, particularly 
in Latin America (Ravallion, Chen and Sangraula, 2007). However, the transition economies in 
Europe did not exhibit such a trend. On the contrary, the number of people in poverty in urban 
areas there can actually be said to have declined. Furthermore, in the transition economies the 
relative difference in the poverty headcount in urban areas in comparison with that in rural areas 
can be said to have decreased. Given the above, the 1990s can be perceived as a period in which 
the poverty headcount increased and stabilized at a high level, while the 2000s can be perceived 
as a period in which the poverty headcount trended downwards.

3. Determination of the Literature to be Surveyed: Literature Search Procedures
Before performing the meta-analysis for this paper and surveying literature to form the basis 
for that, it was first necessary to identify and list the literatures to be surveyed with avoiding 
subjective selection biases. This paper used Econlit, a well-known electronic database of 
academic literature, to search for literatures published in the 25-year period between January 
1989 and October 20131. To limit the subjects covered, the author searched for words directly 
related to the topic, such as “poverty” and “poor”. This paper also used words that could be 
related such as “disparity (differential), and used the “and/or” combination function to extract a 
wide range of literature. In addition, to search for empirical research on the regions this research 
should cover, the author used “and/or” to search for keywords such as “transition economies”, 
“Eastern Europe”, and “Central Europe”. At this stage, the author had identified 338 pieces of 
literature, of which the author was able to actually obtain 318.
	 Actually, however, it was impossible to track down a sufficient number of papers. A serious 
problem was the frequent absence of research on specific countries. Furthermore, although 

1 Information from books and journals are not included in the Econlit database as soon as they are pub-
lished. Taking into account the time lag between the publication of information and its inclusion in the 
database, and the reproducibility of the analysis performed in this paper, literature published up to approxi-
mately one year before this paper was written is covered.
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predictable given the size of the country, the usability of data, and so on, the search results were 
incredibly skewed toward Russia. Therefore, in addition to the above, the author performed 
keyword searches (Econlit Subject searches) using “poverty + (specific country name)”, which 
produced a total of 1,463 (though some were duplicated) papers and academic writings. This 
enabled one to gather a reasonably wide range of literature on the transition economies of Central 
and Eastern Europe (Figure 4).
Here, this paper eliminated one-page news articles, comments concerning already-published 
papers, correspondence among their writers, reviews, and so on from this investigation. The 
author also decided to exclude papers included in books and discussion papers from international 
organizations and research organizations such as universities. This reduced the number of papers 
surveyed, and there is a risk that important papers have been omitted. However, one also should 
take account of the fact that many papers contained in books have previously been published in 
academic journals, with the books containing revised versions of them, and that while academic 
journals can be expected to maintain certain standards through processes such as peer review, 
the same level of quality may not be ensured for papers included in books and discussion papers 
published by research organizations. Another reason for this decision was that the number of 
book papers involving quantitative investigations, at least ones covering the regions this paper 
was investigating, is limited.

Figure 4 The Number of Papers by Target Country by Keyword Searches Using “Poverty + 
<Specific Country Name>” (1,463 in total, though some were overlapped. 1,320 if without 
overlapping)

Source: Prepared by the author by the search results by Econlit.
The author also restricted the investigation to literature written in English, ignoring research 
conducted in Japanese, Russian, or other languages. In that sense, this paper follows the 
conventional approach of systematic review (Borenstein et al., 2009). This decision was also 
aimed at ensuring a certain level of quality for research results. Over half the literature for some 
of the countries of the former Soviet Union comprised discussion papers from international 
organisations, particularly the World Bank, papers from books, and so on. Although these could 
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not be included in the author’s investigation, the author collected as many of the 892 papers from 
academic journals as he could (Figure 5a, Figure 5b)2. The number of studies extracted from the 
database is shown in Figure 5a, but of the total of 892, the author was only able to obtain 547. 
However, several hundred of the papers published in the countries of Central and Eastern Europe 
were written in the local language, and although it must be noted that they could not be included 
in this paper’s investigation, by performing searches using country names, the author was able to 
significantly increase the amount of literature for the meta-analysis.

Figure 5a The Number of Research Article on Poverty, targeting Transition Countries and 
Published in Academic Journals, January 1998-October 2013.

		   (Year)   

Source: Prepared by the author by the search results by Econlit.

Figure 5b The Number of (1) Poverty Studies in General in Academic Journals, (2) 
Poverty Studies on Transitional Countries in Journals, and (3) The Ratio of Poverty Studies 
in Transitional Countries to Poverty Studies in General, January 1989 – October 2013. 
(The Number of Articles)                                                     	 (%)

		  (year)

Source: Prepared by the author by the search results by Econlit.

2 This will be discussed later, but the literature subject to be used for the meta-analysis was not selected 
arbitrarily. Instead, all the analytical results that could be obtained were collected.
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Figure 5a suggests that there was a steady increase in the amount of poverty research in transition 
economies after the beginning of the economic transition in 1989. However, the database did 
not yield even one paper published in an academic journal for 1989 and 1990. This may mean 
that data that had been kept confidential during the socialist era was increasingly made public, 
and that a certain accumulation of data such as household survey data was needed before 
research could begin. In fact, the increase in research from 2000 may only have been possible 
once household survey data was accumulated. However, it may also be necessary to take into 
account the increase in the number of journals. A comparison with Figure 5b, which shows the 
results of a search performed using “poverty” as the keyword with no other restrictions (i.e. no 
specification of the region etc.), shows that poverty research as a whole increased sharply from 
the beginning of the 2000s. It can therefore be said that poverty research on transition economies 
followed the overall trend for poverty research in general. Nevertheless, it cannot be denied that 
the accumulation of research progressed steadily. And at the same time, as Figure 5b shows, 
research on poverty in transition economies as a proportion of total, non-region-specific poverty 
research, increased from less than 1% in the mid-1990s (1996) to 1.5–4%+ by 2013 (Figure 5b), 
which probably indicates that the increase in the number of journals was not the only contributor 
to the increase in poverty research on transition economies.

Figure 5c The Number of (1) Studies on Transition Economies in General in Academic Journals, 
(2) Poverty Studies on Transitional Countries in Journals, and (3) The Ratio of Poverty Studies in 
Transitional Countries to Studies on Transition Economies in General, January 1989 – October 
2013.
(The Number of Articles)                                                         	 (%)

		  	 (year)

Source: Prepared by the author by the search results by Econlit. 

Looking at the position of poverty research in the field of transition economy research in general 
(Figure 5c), it can be seen that not only has transition economy research itself been increasing in 
quantitative terms, research dealing with the problem of poverty as a proportion of all transition 
economy research has increased since the end of the 1990s compared with the beginning of the 
economic transition. It can therefore be said that “poverty” is gathering interest as a research 
topic in this field.
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Figure 6 GDP per capita in Transitional Economies. (1989=100)

 

Source: Prepared by the Author by World Bank, World Development Indicators 2012, CD-ROM.
Next, the author read the titles and abstracts of all the papers he had been able to collect, eliminating 
those on topics that were obviously different. The author limited the literature to be collected here 
to that dealing with European transition economies. In other words, this research did not include 
Asian transition countries, i.e. China and Vietnam, in the subject of the investigation. There 
were clear reasons for this. First, China and Vietnam did not experience transitional shock and 
a subsequent recession, something that all the former socialist countries of Eastern Europe and 
the Soviet Union faced with. Figure 6 shows an index of per-capita GDP in transition economies 
with 1989 as the base year, and these two countries were the only ones that did not see their 
per-capita GDP drop after 1989 to below the level they were in that year. It is also difficult to 
imagine that the factors behind the poverty that occurred in those two countries had the same 
characteristics as those behind the “sudden poverty” that arose in the transition economies of 
Europe. Furthermore, a search using the keywords “China /and/ poverty” turned up 1993 pieces 
of literature. This figure is far higher than the 1,320 pieces from keyword searches specifying the 
names of all the European transition economies as regions, which the author mentioned earlier, 
so there is a lack of balance. In other words, “knowledge from poverty research on China” 
might be over-representative when investigating “knowledge from poverty research in transition 
economies as a whole”. For the above reasons, the author deemed that it would be inappropriate 
to deal simultaneously with research covering China and Vietnam in addition to the European 
transitional economies. Of all the 547 academic-journal papers that the author was able to obtain, 
15 included results of analysis that could be used to perform a meta-analysis of differences over 
time and between regions in the determinants of poverty, and these are listed in Table 2. So the 
author was actually only able to extract results of analysis from fewer than 3% (2.74%) of all 
the pieces of literature. Not all the 547 academic-journal papers described empirical research. 
Some of them explained policy trends, and many did not actually constitute poverty research3. 
There are reasons that the number of studies from which results of analysis can be extracted is 

3 The searches were keyword searches, with JEL (Journal of Economic Literature) codes also added. The 
applicable codes were I300/I320/I390, P360, and P460, which cover subjects such as welfare and consumer 
economics. The 892 papers retrieved included a lot of papers focused mainly on analysis of education, 
pensions, and medical care.
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so small, and they will be discussed these here. No systematic review of all the poverty research 
conducted in transition economies exists. However, it is necessary to mention Lokshin (2009) as 
a previous review of poverty research, albeit one limited to Russia. Lokshin (2009) adopted the 
unusual approach of studying only literature written in the Russian language, and investigated 
the methods used for analysing poverty in Russia as seen through 250 papers published between 
1992 and 2006. He found that whereas 48% of 145 empirical studies published in the top nine 
American economic journals in 1965 carried out some kind of regression analysis and performed 
statistical testing by providing standard errors, only 12% of 250 empirical studies in economics 
published in Russian journals between 1992 and 2006 carried out a regression analysis, and only 
8% of them provided standard errors and performed testing (Table 3).

 
Table 2 Papers, the Results of which would be Utilized in Meta-Analysis (1):  
Explained Variable - Poverty Risk/Poverty Ratio
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Source: Prepared by the Author.

Table 3 Reporting Style of Empirical Studies: Journal Articles in the US in 1965 vs. Russian 
Journal Articles in Russia, 1992-2006

US, 1965 Russia, 1992-2006
Parameter Estimation 100% 75%
Report of Standard Errors 53% 8%
Regression Analysis 48% 12%

Source: Lokshin (2009), Table 3.

The conclusion of Lokshin (2009) was that given external criteria such as whether a paper features 
regression analysis or reports standard errors, it was difficult to say that the poverty studies in 
Russia met the normal standards for poverty research. Limiting the investigation to literature 
in the English language means that the final research results tend to also appear as literature in 
English, which reaches a wider number of readers, so it can be said to be the normal method 
for meta-analysis (Borenstein, Hedges, Higgins and Rothstein, 2009). Additionally, Lokshin’s 
view can be said to support the approach of this paper, which is to conduct a review focusing on 
literature in English only. It is also understood that it is quite possible, as was the case with this 
paper, that only 3% of studies retrieved using the keyword “poverty” include content that can be 
used for meta-analysis4.

4 To give another example, if papers published between January 1989 and October 2013 are searched for 
using the keywords “Poverty /and/ Russia”, it was shown that 191 papers were retrieved (Figure 3). How-
ever, of these 37 were in the Russian language, 32 were published in the journal Problems of Economic 
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4. Meta-analysis of Poverty Research in Transition Countries

The meta-analysis this paper will perform here will be to combine partial correlation coefficients 
and t-values. This paper will combine partial correlation coefficients using the fixed-effect 
model and random-effects model and determine combined values to be referred by testing for 
homogeneity (Borenstein, Hedges, Higgins and Rothstein, 2009). Regarding t-values, the author 
will determine the weights using rankings, impact factors, and so on5, and present them as 
integrated t-values with or without weighting. Furthermore, by calculating fail-safe N (Mullen, 
1989) at the significant level of 5%, the author will confirm the confidence for the integrated 
t-values calculated here.
	 What needs to be taken into account when performing a meta-analysis is investigation 
relating to publication bias (Mullen, 1989). In this paper the author produce a funnel plot and 
check publication bias. Then the author performs the analysis by estimating a meta-regression 
model to confirm the existence of real effect6.
	 What one must mention first is the difficulty of grasping poverty dynamics using “transition 
factors”. In the case of macro-level themes such as the study of economic policy or path 
dependence, variables such as the degree of progress with privatization or the European Bank 
for Reconstruction and Development’s progress in transition indicators can also be regarded 
as explanatory variables. However, to understand the phenomenon of poverty at the individual 
or household level, such factors cannot be used in an approach that measures progress in the 
economic transition. Having said that, phenomena such as the privatization (shift to private 
ownership) of housing, at least in the case of Russia, occurred throughout the country at more or 
less the same time. Basically what happened was that ownership of the apartments that people 
lived in at the time was just handed over to their owners almost free of charge. Factors that 
occur for all agents simultaneously cannot be explanatory variables for phenomena that occur 
subsequently at the individual level. On the other hand, if one traces individual studies, the 
variables employed in them are the main variables that are widely used in poverty research 
(including in research on developing countries). In other words, the variables are the education 
level of wage earners, the genders of the highest wage earners, whether the household is located 
in a rural or an urban area, the number of children, the number of pensioners, the industries 
in which the wage earners work, ethnicity, and so on. Household surveys such as the Russia 
Longitudinal Monitoring Survey (RLMS) allow ownership (nationalized, privately owned, 
foreign owned, etc.) of companies at which household members work to be observed, but no 
papers employing such attributes as explanatory variables could be found.

	 So here the author will instead investigate how the phenomena changed during the economic 
transition, and whether different phenomena appeared depending on the specific region. This will 
be based on the examination of the poverty level in transition economies that this paper looked at 
in Section 1. This is the recognition that first, the poverty problems in the 1990s and those from 
2000 onwards may have been of a different nature (Figure 1). Furthermore, the nature of poverty 

Transition, and 20 were discussion papers. The papers in Russian and the discussion papers were excluded 
from the study, but 32 (23.9%) of the remaining 134 papers were published in the journal Problems of 
Economic Transition. This journal is not a typical scientific journal. Instead, its stated role is to describe 
the current state of economic research within Russia by carrying English translations of papers published 
in Russian-language journals. Poverty research in Russia itself is as described by Lokshin (2009), so it is 
extremely rare for analytical papers to be featured in Problems of Economic Transition.
5 This follows the Borenstein et al. (2009) methods for assessing the standard of research.
6 These methods are as defined by Borenstein at al. (2013, 2014).
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in regions that belonged to the former Soviet Union and the nature of poverty in other regions, 
i.e. Central and Eastern European countries may have differed (Table 1).
The above determines a direction for classifying previous research. In addition to combining the 
results of all the studies, the author will focus on the differences of whether the studies concerned 
former Soviet republics or Central and Eastern European countries and whether they covered 
the 1990s or the 2000s by combining the data for each separately7. Furthermore, regarding the 
explained variable, the author focuses on studies that determine a fixed poverty line and use the 
qualitative variable of regarding households below that line as having fallen into poverty as the 
explained variable. The results are shown in Table 4.

Table 4 Meta-Analysis of Estimation Results: Explained Variables – Risk of Poverty/Poverty Ratio 

7 As can be seen from the “estimate period” in Table 2, though this was completely unintentional, the period 
of analysis of all the studies can be classified as either 1990s or 2000s onwards, as none of them covered 
both periods.
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For almost all the analyses, the null hypothesis relating to the assumption of homogeneity is 
rejected, so this paper will look at the results of the random-effects model. 
Here the author will discuss Table 5. When all the studies are combined, increases in the education 
level of wage earners reduce the probability of falling into poverty, increases in household size 
raise the poverty risk, and households located in rural areas are more likely to fall into poverty. 
These results are fairly typical. The analytical results extracted here are all based on micro data, 
and simply confirm the understanding obtained not just from studies on transition economies, but 
from a wide range of other studies.
	 What the author wants to focus on, however, is the differences when data for the 1990s 
and the 2000s, and data for the Soviet Union and Central and Eastern Europe, are combined 
separately. In the 1990s, households in rural areas were no more likely to fall into poverty 
than those in urban areas. In the 2000s, however, a rural location increased the probability of 
households falling into poverty.
	 Differences could also be seen when data was combined separately for countries that 
comprised the Soviet Union and countries in Central and Eastern Europe. The above findings 
applied to Central and Eastern Europe. In other words, in Central and Eastern Europe rural 
location did not raise the probability of poverty. What needs to be pointed out here is that this 
result is not due to extreme bias in the sample. When the author checked the effect of the rural 
domicile variable on poverty probability in the 1990s, the author combined the results of 24 
analyses, and 10 of these were for countries that comprised the former Soviet Union.
Whichever the case, the same can be said concerning the integrated t-values. When combining 
data without weighting them by taking into account third-party evaluations of the academic 
journals in which papers were published, all variables were significant for all combinations. 
However, integrated t-values that had been unweighted were always smaller than those that had 
been weighted, and were no longer significant in the above two cases. Fail-safe N was fairly 
large in every case, which can be said to indicate a high level of confidence in the estimated 
results for the combined t-values.
	 The above results indicate that in the 1990s households in urban areas and rural areas had 
an equal likelihood of falling into poverty, and this situation was due to the transition economies 
being hit with a recession that occurred in conjunction with the change in the economic system. 
Compared with that of those in urban areas, the probability of households in rural areas falling 
into poverty was relatively higher in the countries that comprised the Soviet Union than those 
in Central and Eastern Europe. However, this situation changed in the 2000s, a phenomenon 
described by Gerry, Nivorozhkin and Rigg (2008) as a “ruralisation of poverty”. It may be said 
that this, in a sense, describes the process through which the economic turmoil that accompanied 
transition came to an end.

5. Detection of Publication Bias and Presence or Absence of Real Effect

Finally, to check for the existence of publication bias, the author will confirm the funnel plots. 
Additionally, meta regression analysis will be performed in order to check the presence of  real 
effect. Figures 7a–c show funnel plots of the results of estimating the impact of each factor on 
poverty probability. It is difficult to determine whether the plots are horizontally symmetrical 
or triangular. Therefore, to verify whether publication bias exists or not the author will make 
estimates using a meta regression model concerning the existence of publication bias and the 
existence of real effect. The method follows that of Stanley and Doucouliagos (2012).
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Regarding the detection of publication bias that can arise from assuming a specific sign 
relationship (positive/negative) (Publication Bias Type I. See Stanley and Doucouliagos, 2012), 
the author will regress the t-values of the kth estimate results to the reciprocal of the standard 
error
		  tk = β0+ β1 (1/SEk) + vk                                           (1)

Estimating this, this paper will test the null hypothesis that the intercept β0 in equation (1) is 
zero. Unless the intercept β0 is significantly zero, the distribution of the effect size is not be 
horizontally symmetrical, and publication bias is deemed to exist. This is known as the funnel-
asymmetry test (FAT) (Stanley and Doucouliagos, 2012).
Furthermore, regarding publication bias that can arise from the fact that significant results are 
published more frequently, (Publication Bias Type II. See Stanley and Doucouliagos, 2012), this 
paper will test whether the intercept β0 of the estimate expression in equation (1), where the left 
side is the absolute value, is zero (equation 2).

		  |tk| = β0+ β1 (1/SEk) + vk     	 (2)

Regardless of whether publication bias exists, it is possible that the variable has a significant 
effect. This can be confirmed by testing the null hypothesis that the coefficient β1 in equation 
(1) is zero. Because this expresses the precision of the estimated effect, it is referred to as the 
precision-effect test (PET) (Stanley and Doucouliagos, 2012). Furthermore, by estimating 
equation (3), which does not have a constant term, 

		  tk = β0 SEk + β1 (1/SEk) + vk    	 (3)

an effect size that corrects publication bias can be obtained. If the null hypothesis that the 
coefficient β1 is zero is rejected, a real effect exists and the estimate will be this β1 value. 
This is referred to as the precision-effect estimate with standard error (PEESE) (Stanley and 
Doucouliagos, 2012).

Figure 7a  Funnel Plot for Estimation Results of the Effect of Household Size/Dependency Ratio 
on the Risk of Poverty/Poverty Ratio
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Table 5a Meta-Regression Analysis on Publication Biases and the Existence of Real Effects of 
Household Size on Poverty Risks (Comparable with Figure 7a).

Source: Estimated by the Author.
[Intercept=0] was rejected by (a) and (b): Publication Bias exists;
1/SE is significant in (a), (b) and (c): Real Effects exist.

 
 
 
 

(a) FAT (Publication Bias Type I)- PET（ Specification: t  = β0 + β1(1/SE) + v )
Estimation OLS Cluster-robust Random-effects

OLS Panel GLS
Model (1) (2) (3)
Inrercept (FAT : H0 : β0 = 0) 2.43 ** 2.43 ** 2.74 **

(0.29) (0.47) (0.52)
1/SE (PET: H0 : β1 = 0) 0.046 ** 0.046 ** 0.043 **

(0.009) (0.015) (0.019)
# Observation 56 56 56
R-sqr. 0.5 0.5 0.5
Breusch-PeganTest: χ2 = 11.13, P = 0.000; Hausman Test: χ2 = 2.13, P= 0.14

(b) Publication Bias Type II (Specification: |t | = β0 + β1(1/SE) + v )
Estimation OLS Cluster-robust Random-effects

OLS Panel GLS
Model (4) (5) (6)
Intercept （ H0 : β0 = 0) 2.44 ** 2.44 ** 2.69 **

(0.29) (0.46) (0.49)
1/SE 0.047 ** 0.047 ** 0.045 **

(0.0087) (0.013) (0.016)
# Observation 56 56 56
R-sqr. 0.56 0.56 0.56
Breusch-Pegan Test: χ2 = 9.28, P = 0.001; Hausman Test: χ2 = 1.20, P= 0.27

(c) PEESE (Specification: t  = β0SE + β1(1/SE) + v )
Estimation OLS Cluster-robust Random-effects

OLS Panel ML
Model (7) (8) (9)
SE 0.17 ** 0.17 ** 0.103

(0.038) (0.041) 0.18)
1/SE (H0 : β1 = 0) 0.061 ** 0.061 ** 0.05 **

(0.008) (0.012) (0.011)
# Observation 56 56 56
R-sqr. 0.63 0.63 -
Note: Standard Errors are in the Parenthesis. Significant at ***: 1% level; **: 5% level.
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Figure 7b Funnel Plot for Estimation Results of the Effect of Higher Educational Attainment on 
the Risk of Poverty/Poverty Ratio

Table 5b Meta-Regression Analysis on Publication Biases and the Existence of Real Effects of 
Educational Attainment on Poverty Risks (Comparable with Figure 7b).

(a) FAT (Publication Bias Type I)- PET（ Specification: t  = β0 + β1(1/SE) + v )
Estimation OLS Cluster-robust Random-effects

OLS Panel GLS
Model (1) (2) (3)
Inrercept (FAT : H0 : β0 = 0) -2.62 ** -2.62 * -6.84 *

(0.44) (0.72) (2.97)
1/SE (PET: H0 : β1 = 0) -0.046 ** -0.046 * 0.0057 **

(0.011) (0.019) (0.0097)
# Observation 46 46 46
R-sqr. 0.37 0.37 0.37
Breusch-PeganTest: χ2 = 11.13, P = 0.000; Hausman Test: χ2 = 2.13, P= 0.14

(b) Publication Bias Type II (Specification: |t | = β0 + β1(1/SE) + v )
Estimation OLS Cluster-robust Random-effects

OLS Panel GLS
Model (4) (5) (6)
Intercept （ H0 : β0 = 0) 2.62 ** 2.62 ** 6.84 *

(0.44) (0.72) (2.97)
1/SE 0.046 ** 0.046 -0.0057

(0.011) (0.019) * (0.0097)
# Observation 46 46 46
R-sqr. 0.06 0 0.37 0.37
Breusch-Pegan Test: χ2 = 9.28, P = 0.001; Hausman Test: χ2 = 1.20, P= 0.27

(c) PEESE (Specification: t  = β0SE + β1(1/SE) + v )
Estimation OLS Cluster-robust Random-effects

OLS Panel ML
Model (7) (8) (9)
SE -4.82 ** -4.82 ** 1.33

(1.12) (0.89) (2.82)
1/SE (H0 : β1 = 0) -0.059 ** -0.059 ** 0.019

(0.011) (0.018) (0.012)
# Observation 46 46 46
R-sqr. 0.61 0.61 -
Note: Standard Errors are in the Parenthesis. Significant at ***: 1% level; **: 5% level.

Source: Estimated by the Author.
[Intercept=0] was rejected by (a) and (b): Publication Bias exists;
1/SE is significant in two of (a)-(c): Real Effects exist.



55
Research on Poverty in Transition Economies: 
A Meta-analysis on Changes in the Determinants of Poverty

Figure 7c Funnel Plot for Estimation Results of the Effect of Rural Residence on the Risk of 
Poverty/Poverty Ratio

Table 5c Meta-Regression Analysis on Publication Biases and the Existence of Real Effects of 
Rural Residence on Poverty Risks (Comparable with Figure 7c).

Source: Estimated by the Author.
[Intercept=0] was rejected by (a) and (b): Publication Bias exists;
1/SE is significant in (a), (b) and (c): Real Effects exist.

(a) FAT (Publication Bias Type I)- PET（ Specification: t  = β0 + β1(1/SE) + v )
Estimation OLS Cluster-robust Random-effects

OLS Panel GLS
Model (1) (2) (3)
Inrercept (FAT : H0 : β0 = 0) -0.73 -0.73 -0.9

(0.60) (1.23) (1.2)
1/SE (PET: H0 : β1 = 0) 0.093 ** 0.93 ** 0.094 **

(0.016) (0.021) (0.024)
# Observation 43 43 43
R-sqr. 0.59 0.59 0.59
Breusch-PeganTest: χ2 = 11.13, P = 0.000; Hausman Test: χ2 = 2.13, P= 0.14

(b) Publication Bias Type II (Specification: |t | = β0 + β1(1/SE) + v )
Estimation OLS Cluster-robust Random-effects

OLS Panel GLS
Model (4) (5) (6)
Intercept （ H0 : β0 = 0) 0.41 0.41 0.395

(.046) (0.85) (0.87)
1/SE 0.087 ** 0.087 0.087

(0.016) (0.02) ** (0.021) **
# Observation 43 43 43
R-sqr. 0.58 0.58 0.58
Breusch-Pegan Test: χ2 = 9.28, P = 0.001; Hausman Test: χ2 = 1.20, P= 0.27

(c) PEESE (Specification: t  = β0SE + β1(1/SE) + v )
Estimation OLS Cluster-robust Random-effects

OLS Panel ML
Model (7) (8) (9)
SE 2.35 2.35 2

(1.7) (3.12) (6.86)
1/SE (H0 : β1 = 0) 0.087 ** 0.087 ** 0.088 **

(0.015) (0.019) (0.011)
# Observation 43 43 43
R-sqr. 0.68 0.68 -
Note: Standard Errors are in the Parenthesis. Significant at ***: 1% level; **: 5% level.
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For the above estimates, the author will also use the least-squares method, cluster-robust OLS 
estimation, and unbalanced-panel estimation to confirm the robustness of the results. The results 
are shown in Table 5a-c. Here, the explained variables of poverty probability, the author produced 
funnel plots concerning three variables (number of family members, education level, and urban 
domicile), and also made estimates for all of them using a meta-regression model for publication 
bias and real effect.
	 According to these results, as is shown in (a) and (b) of Tables 5a–c except in the case of 
Table 5c (whether rural domicile affects the probability of poverty), the null hypothesis that the 
intercept β0 in equations (1) and (2) is zero is rejected, indicating that publication bias exists. 
Regarding the real effect, however, in (a) of Tables 5a–c the null hypothesis that the coefficient 
β1 in equation (1), the reciprocal of the standard error, is zero is rejected, and as shown in (c) 
of each table, the coefficient β1 in equation (3), the reciprocal of the standard error, is estimated 
significantly in at least two of the three models. Therefore, regarding the probability of a 
household falling into poverty, it can be said that household size and education level have a real 
effect, the former positive and the latter negative. Where poverty “probability” (a two-value 
variable relating to whether income lies beloe a fixed poverty line), which attempts to grasp 
poverty directly, is the explained variable, a real effect can be detected with all three models. 
There is also the problem that publication bias has not been eliminated. However, it can probably 
be said that the results strongly suggest that the factors of household size, education level, and 
urban domicile, which have been dealt with in this paper and also investigated in numerous 
other studies of poverty in transition economies, certainly have an effect on the probability of 
individual households falling into poverty.

6. Conclusion
Taking into account the relationship with macro-indicators and research trends in the more than 
20 years since transition began, with regard to poverty research in the countries that formerly 
comprised the Soviet Union and countries in Central and Eastern Europe, this paper has verified 
the results of empirical research on the factors that determine the poverty situation of households 
by combining them using a basic meta-analytical approach.
	 Research on poverty in this region, which increased as the socialist system collapsed, began 
shortly after the economic transition began. However, the nature of poverty in the former Soviet 
Union and Central and Eastern Europe differed, and two phases were observed: a phase of 
increasing and stabilising poverty in the 1990s and a phase of declining poverty in the 2000s. 
Unfortunately, it was impossible to locate any previous research employing transition factors as 
explanatory variables, so the author attempted a meta-analysis of the impact of household size, 
education level, and urban domicile, which are factors employed in traditional poverty research, 
taking into account the possibility that their impact may differ depending on the period or the 
region.
	 The results generally supported the hypothesis. In the 1990s, there was no difference between 
urban and rural populations in the probability of falling into poverty. After 2000, however, 
urban domicile became a significant factor in reducing the probability of falling into poverty. In 
addition, differences were observed between the former Soviet Union and Central and Eastern 
Europe in the factors affecting the poverty situation. Identification of causes of these differences 
was beyond the scope of this paper, but this phenomenon is considered to indicate one of the 
directions for research in comparative transitional economics in the future.
At the same time, however, one must also mention the problem that publication bias was detected 
in all the cases the author put together in section 5 to verify its presence. This may suggest 
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that advances in poverty research in transition economies remains not enough. On the other 
hand, it was shown that household attribute factors exert a real effect on the poverty situation. 
Although it must be recognized that poverty research in the countries that went through the 
economic transition has not investigated the effects of transition factors directly, the trend with 
the previous research examined here, which has been to expand the applicability of poverty-level 
determinants that are employed in stylized household analysis, can probably also be regarded as 
indicating steady progress in “transition”.
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Abstract    Starting from a critical review of the literature, this paper discusses what the 
models the European policy actions should adopt in order not to compromise the results that 
the implemented austerity measures have so far obtained. Multilevel experiences (at different 
geographical scales) from several 2013 programs (mainly ESPON and URBACT) are 
summarised below to support this thesis, orienting towards the cities’ role within the cohesive 
developing policy. In order to assess this stance, territorial cohesive capability is used as 
it has proved to be the most effective way to transform European challenges into common 
geopolitical goals, partly devoting the discussion to the effective compliance with Structural 
Funds objectives, declared priorities of investment and territorial regional capability.
	 Examples of place evidence and socio-economic trends from countries, regions and 
cities are mentioned and compared so as to establish the potential distance between symbolic 
anticipated priorities and real potentials in the short term. To this scope, the 2020 political 
addresses to attract capital public and private investments towards cities will be illustrated by 
considering in particular Italy’s future role within Southern Europe.
	 Detailed attention will also be devoted to the significance of European territorial evidence 
in relation to the European Union funding policy. This allows us to understand better the 
different impacts and effects produced by such European directives taking in account the 
relationship between territorial evidence and programming obligations aiming at increasing 
employment and income.
	 A set of feasible recommendations provide viable, flexible, and effective answers to the 
existing needs for territorial investment in the short term.

Keywords  European Regional Development 2020 - Territorial Cohesion - Post-crisis 	
		  perspective - Sustainable development - Integrated Territorial Investment

JEL Classification  C8 - O2 - Q5 - R1



62 Maria Prezioso

1.	 Territorial Investment
The European Financial Policy has recently launched significant anti-austerity measures (i.e. the 
2014 Junker Investiment Plan and 2015-2016 Mario Draghi’s Quantitative Easing policy). In this 
light, territorial investments are able to play a major role in combating the economic crisis and, 
at the same time, paving the way for a stable and balanced development.
	 Territorial Studies (M.G. Lucia, L.S. Rizzo, 2014) have as yet been unable to fully analyse 
and understand the implications and risks that such complex actions really entail. Consequently, 
scholars in this field have left major questions unanswered. For instance:

•	 Is a multiplying investment the sole tool for boosting growth and employment in the short 
term?

•	 Are there any territorial dimensions that can activate an investment process that is likely 
to yield stable and long-lasting effects?

•	 Can we detect any shared and useful start-up features from the analysis of a diverse 
territorial landscape?

•	 What are the driving forces in short-term territorial investment that can help long-term 
development?

This is because territorial investment is vital and long-awaited by a large number of European 
citizens who are coping with today’s economic stagnation. Theoretically speaking, strategic 
investments should help territories (mainly cities) to achieve territorial regeneration by accessing 
mainstreaming financing linked to the new Structural Funds, which define the prospective 
horizon of long-term European challenges.
	 These funds also imply joint capitalization, which does not mean proposing a (or another) 
prêt-a- porter concept, but a multifaceted approach (“quick & dirty” ideas/solutions) instead. 
Yet, one should also consider the challenges that such an approach faces. For instance,  both the 
fragmented territorial intelligence and the need for a certain critical mass willing to get involved 
has to be accounted for. Nonetheless, it is possible to create models for strategic integrated 
sustainable planning by evaluating the efficiency of technology across various sectors (e.g. 
energy, climate change, public services, accessibility and transport, etc.) in territories of different 
types and dimensions. These models can support territories in their development of ambitious 
and innovative projects that can become part of a comprehensive territorial and urban agenda.

1.1 A critical review of the dominant thinking
A large number of geographical and economic theories, along with relevant empirical research 
have supported the adoption of common (semi-standardized) processes that could enhance long-
term territorial development (e.g. employment, inclusion, GPD growth). These much needed 
processes may lead the European Union to make appropriate integrated strategic investments in 
its territory, which can offset ad hoc and sectorial austerity measures (cf. the Juncker Investment 
Plan). Furthermore, this seems to be the only way to respond to the pseudo-global financial and 
economic war currently under way (geo-economic and geopolitical play at no summa zero), 
focusing resources on maintaining the status quo.
	 An overview of the relevant literature makes it clear that the notion of territorial investment, 
and particularly the notion of strategic territorial investment, is still mainly bound to the sectorial 
approaches deriving from Macroeconomics and Business Economics schools. In addition, it is 
linked to structural and functional planning. The places and the territories that are supposed to 
be the recipients of such investments are instead likely to become a mere vessel or backdrop. 
As a matter of fact, many seem to forget that a specific place, particularly a city, is the first and 
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most visible part of a territory that any investor is likely to come across. Moreover, practitioners 
and stakeholders seem to forget, or ignore, the role that planning plays in territorial investments, 
ensuring as it does that the latter comply with the well-known three E’s of planning (Effectiveness, 
Efficiency, Ethics) in the long run (S. Hendler’s, 1993). These three E’s have been also applied 
to the economy, which fosters investments but overlooks their long-term results. Conversely, the 
EU has recently been discussing possible future scenarios and visions (ESPON ET 2050, 2015).
Not surprisingly, economic theories are based on a thorough understanding of world markets 
and their trends. Yet markets are inherently unstable due to their intrinsic uncertainties, which 
increase according to the time needed to calculate their Return on Investment (RoI). In contrast, 
theories of planning are based on medium and long-term approaches that can help predict 
the potential success (in terms of investment) of any planning projects. These approaches are 
especially welcome as they aim to provide sustainable results. 
	 A critical analysis of both theoretical stances has revealed how the economic models based 
on long-term approaches prove to be more place-neutral, while the geographical-economic 
models tend to be place-based (F. Barca, P. McCann, A. Rodríguez-Pose, 2012). Academic 
schools of the geography of localization had earlier debated such matters and pointed out that 
“spatial” approaches are incompatible with “territorial” ones. Moreover, they stressed the role 
that the environment and the territory have had in making production choices (G. Ottaviano, 
J.F. Thisse, 2004; D. Puga, 2012). In particular, they have highlighted the fact that the theories 
of settlement planning and localisation of production have to integrate empirical evidence of 
territorial diversity. Systemic analysis usually supports such integrated approaches by making 
use of investigation methodologies that lead to integrated and multidisciplinary growth (R. 
Compañó, et al, 2006). Had the objectives set by the Lisbon Strategy (2001, 2009) been taken 
into account, this approach would have resulted in a more stable relationship between economic 
and financial investments and territorial planning. Moreover, it would have been less dependent 
on other factors such as political reliability, the regulation process currently underway in different 
contexts, and the tendency to withhold capitals rather than exploiting debt capital.
	 By means of the Quantitative Easing (QE) policy, integrated and strategic territorial 
investment has relied on debt capital and low pay to demonstrate that QE could well be a useful 
tool for enhancing European urban growth and fighting stagnation during the current economic 
crisis. Like the Keynesian multiplier, QE becomes a key instrument within the European 
macroeconomic approach, which has been designed according to the Juncker Investment Plan1.
	 Investments are therefore the only way consumption can be fostered, thus in turn activating a 
growth process. Hence, the multiplier underlying the European QE can help us predict the effect 
that the level in consumption deriving from supported investments will have within the European 
economic system. In addition, it allows us to predict the effects on growth in relation to the added 
value of an internal market and its system. According to the Juncker Investment Plan, the effects 
of QE will be first and foremost visible in cities. As suggested by the Keynesian theory, the 
multiplier effect can measure the incremental percentage of the Gross National Income (GNI). 
By the same token, the QE can be applied at the regional level and, to some extent, at the local 
level for the same purpose (although more empirical evidence is needed to confirm this). The ratio 
has been usually calculated in relation to the incremental value of one or more macroeconomic 
variables (i.e. consumption, investments and public spending), which are part of the aggregated 
demand. However, it is now possible to include regional (meso) and local (micro) variables in 
this calculation.  These variables have been based on European data on territorial, economic 
and financial planning (ESPON INTERSTRAT, 2012). This means that they have been devised 

1 see the Scenario ‘A’ in the ESPON ET2050 Project 2014.
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according to a place-based evidence approach on investments (A. Haughwout, 2002). It should 
be borne in mind, however, that QE is an instrument that supports the EU monetary policy. It 
has been conceived to enhance public spending and private investments, thus complying with 
the objectives set by EU 2020 and beyond. Public or private spending can be stimulated so as to 
transform it into investments; in turn, this can increase income, employment, profit, consumption 
and returns for those who invested, be they private companies or the government itself. The BCE 
and the EU employ this instrument in order to increase total expenditure, which should be higher 
than public expenditure, the latter having been previously funded by the EU via the Juncker 
Investment Plan. The increased total expenditure can be achieved through the involvement of 
individuals and private enterprise in the investment process. This in turn can raise the incomes 
of those who work to offer products and services. In other words, those who decide to invest 
in an economy that is currently facing underemployment (as is the case in many EU countries) 
may obtain an increased purchasing power based on debt capital that banks have made available 
through the BCE’s Quantitative Easing. All this can be made possible if the following there 
conditions are fulfilled: i) that private companies are willing to make long-term investments; ii) 
that the government does not impose further taxation on financial deposits; lastly, iii) that the 
marginal spending trend remains constant (at least in the short term).
	 In general, business management tends to overlook the needs of the territory in which 
it operates. Hence, including diversified parameters at the regional and local levels brings 
about a diversified range of territorial capital needed for each investment. Consequently, risk 
management becomes more difficult to calculate2. In this light, scientists have to adopt additional 
tools, methodologies and cognitive processes to evaluate the ex-ante strategic and integrated 
territorial RoI. Far from being simple to achieve, this process needs be based on at least three 
criteria: 1) relying on venture or equity capital, not only on debt capital; 2) having access to 
contextual analysis (i.e. exogenous factors) that allow for adequate decision-making;  and 3) the 
political stability of the country in which the company operates.
	 For instance, scholars and researchers have carried out thorough investigations into Italy’s 
financial market. Moreover, a number of researchers in the social sciences (geography, economics 
and regional planning studies) have organised policy workshops3 to investigate this issue. In 
general, they all agree on the results obtained by previous economic investigations of those 
sectors that are deemed relevant to short-term territorial investment. These segments are:

1)	 housing, which in Southern Europe includes both construction land and buildings. This 
approach clashes with the Northern European countries’ promotion and investment in social 
housing; 

2)	 transport and logistics, which are of little interest to the private building sector. However, it 
appeals to public and semi-public companies; 

3)	 energy, environment, territory and water supplies, of interest to both private and public 
companies; 

2 Risk management is applied to the territory so as to measure and manage risk (i.e. vulnerability and 
sensitivity of the territorial system) in an integrated way. Understanding risk can prevent the inefficient 
allocation of investments.
3 During the past year, several events were organised by academics and practitioners in order to define 
some guidelines and action proposals to central government that could help enhance fixed gross invest-
ments of public and private companies in Italy. Such investments are becoming extremely important to this 
country’s economy; they are more important than the 8% reduction of its GDP in the period 2008-2014 and 
the more recent 2.2% decrease in industrial production from January 2014 to January 2015. The proceed-
ings of this event are available at: www.economia.uniroma2.it/dedi/ebook-politiche-industriali/
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4)	 health, education and training, social services, of interest to mostly public but also private 
companies;

5)	 leisure, culture, tourism, communications, media and the Internet, of interest to citizens, 
non-profit organizations and communications enterprises;

6)	 urban and territorial production processes, of interest to sector stakeholders and enterprises 
insofar as they can boost private and public investments.

The BCE’s debt policy (i.e. purchasing approximately €60 billion bonds, mainly government 
bonds, every month until 2016) is primarily based on the guarantees that the acting body (i.e. the 
BCE) can offer. It relies less on the financial guarantees offered by the beneficiaries (e.g. states, 
regions and local institutions) that are backed by each countries’ central bank. However, some 
European countries have low debt (e.g. Estonia) while others very high public debt (e.g. Italy, 
Spain, Greece). Hence, the neutrality of the markets is unlikely to be sustained. In considering 
the 2050 horizon, these issues have to be taken into even greater consideration. The following 
sections will be devoted to the analysis of the relationship that these sectors may develop, by 
referring in particular to exogenous variables (i.e. the territorial factors and the revised cohesion 
policy).  

1.2 The importance of the urban and territorial dimension
The conditions described above are likely to take place in a discontinuous way in those countries 
that have been heavily hit by the economic crisis. Matter-of-factly, such countries appear far 
from achieving the EU 2020 targets (P. Monfort, 2011; M. Prezioso, 2013; ESPON Siesta, 2013, 
ESPON ECR2, 2014). It is important to note that the EU is not a “closed market” (although 
sometimes it behaves as such) and: “In this context, the re-concentration of activities and 
strategic functions does not only occur on a global scale, but also at the national level, especially 
within the integrated European market. The hypothesis is that Europe’s wealth now depends 
especially on the connective capacity and economic wealth of the major European cities. The 
research has proven the important role of cities that contribute to the welfare of Europe and to 
the strengthening of the access gateways to the global dimension.” (A. Montanari, B. Staniscia, 
2014, p. 72).
	 Large metropolitan areas in Europe (Fig. 1) have proved to be more resilient in the face of 
the economic crisis. However, their distribution across Europe does not appear to be relevant to 
their resilience (Fig. 1a). Hence, the program connected to the Cohesion Policy (VI Cohesion 
Report, 2014) suggests that each region or city should:

•	 select investment opportunities that comply with their established priorities. In particular, 
they should do so in relation to their national 2020 targets and consider how far they are 
from reaching them;

•	 identify how to best meet the regional/local development needs and, at the same time, 
contribute to the 2020 growth strategy and its objectives; 

•	 monitor the declared regional spending power until 2020 in relation to investments based 
on realistic supply/demand data 
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Figure 1 Type of Metropolitan regions in EU Figure 1a Ratio non-citizen population 2011 
(% of total population)

Source: DG Regio, 2009; ESPON TiPSE project 2014, p.36

Substantial literature has been produced within the ESPON 2013 applied research (e.g. FOCI 
2010 e SGPTD 2012 Projects). Researchers highlighted the fact that, when considering the period 
from the start of the 20th century to 2006, large cities tended to dominate over and sometimes 
clash with second-tier cities (ESPON ET 2050, 2015). Only recently have academics started 
to believe that both types of cities can integrate to become polycentric drivers of the European 
economy.
	 It is therefore not surprising that territorial planning and metropolitan and urban management 
have been continuously advocated. Similarly, many openly suggest that there should be an 
increased interest in strategic planning and governance that can propose alternative territorial 
solutions, especially in peripheral regional contexts that need to clearly state their political stance 
on territorial management.
	 By examining the regional data, it is possible to understand the reasons for the conflicts 
that often spread across urban contexts, along with their possible solutions. Interestingly, 
the peripheral/inner parts of the metropolitan areas are the places where the highest levels of 
territorial inequality can be detected. The Eastern and Southern parts of Europe have proved to be 
even more seriously affected by such inequality, which ultimately leads to further stagnation and 
economic decline, in addition to low polarisation and the paucity of Foreign Direct Investment 
(FDI).
	 Investments in innovative technology (cf. ESPON KIT, 2012) have been strongly advocated 
within the Europe 2020 Program and supported via the 7th Framework Program and Horizon 
2020. They have yielded varying results, which have so far praised applied R&D regions and 
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cities (e.g. Paris and, more recently, Bucharest) for their ability to invest in non-general purpose 
technology. Also, they have financed intelligent technology (in highly urbanised regions located 
in Northern Spain and Madrid, Northern Italy and the French Alps) rather than supporting 
imitative innovation (as has occurred in the rest of Romania, Southern Italy and Greece).
	 Other factors contribute to uncertainty and pose further challenges: climate change, energy 
dependence and risk due to the EU’s heavy reliance on external suppliers (65% by 2025), which 
may reach 80% for gas. Moreover, the production of nuclear energy (mostly in France) and oil in 
the North Sea (which is depleted and is therefore being replaced by offshore production) seems 
incapable of meeting the EU’s energy needs in the short term, especially when taking into account 
the 20-20-20 strategy and its targets, which promote the production of renewable energy, the 
reduction of CO2 emissions and improved energy efficiency. The situation is further complicated 
by the lack of long-term strategic agreements between the Member States and their neighbouring 
suppliers (Russia and the Middle East, which possess oil and gas reserves while Turkey is a transit 
country). The results produced thanks to those programs specifically devoted to urban systems 
(e.g. URBAC II 2013) have clearly shown that cities and capital regions have a great potential 
to reach these targets. Yet, these results have also demonstrated that these programs are unable 
to tackle the issues relating to the layering of power that influences the political actors involved 
in the governance of the territory. A good deal of the literature analyses this specific aspect that 
aims to identify what type of regional organisation should be used to support cities’ or territories’ 
ability to invest4 (level and functions). Germans call such an approach Wirkungsgefüge, which 
implies a “humanised” territorial whole that can be investigated according to geographical and 
economic parameters that can provide guidelines and proposals for development.
	 Scholars of economic and political geography have often pointed out that (especially in 
Italy) in quali-quantitative studies a multidisciplinary approach is better suited to investigate the 
regionalization and  territorial organization of cities and the large metropolitan areas (LUA o 
LUZ). They have furthermore stressed the need to analytically and empirically assess the reality 
so as to transform macro-economic and regulation hypothesis into plans and projects. 
	 Most approaches have favoured proposals that aim to boost growth in terms of regionalization 
and investments, thus often proposing original and innovative solutions for the diversified 
management of spending power. This can be done in relation to the available resources and the 
development demand. Therefore, it is important to clarify that in Europe regionalised investment 
in cities and territories – regardless of their size and role within the country – is mainly based 
on the legitimization of power, which allows for place-based evidence actions (cf. for instance 
the cases of Lazio in Italy and the Ile de France in France, Prezioso and D’Orazio, 2015). 
Geographical data help regional analysis and planning define the territorial areas that can best 
respond to a given type of investment. Such data mainly focus on dimensions and socio-cultural 
and environmental characteristics (while at times blurring the lines in their terminological 
definitions).
	 Extremely good reasons to embrace the territorial approach can be put forward to support the 
separation between short and balanced long-term development, which can achieved through EU’s 
Integrate Territorial Investments (ITI). Some may like to refer to quali-quantitative estimations 
that have been carried out via a wide range of methods, which can further be integrated. This can 

4 Economists explain that this is necessary because central governments are not successful in dealing with 
change and offering adequate responses to socio-cultural change; having political actors who are close to 
the local community is surely an advantage, as local organizations are bound by budget constraints that 
limit the amount of public services they can offer, despite the growing demand for such services; moreover, 
this approach can help governments to manage resources since it delegates this task to the local authorities.
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help to show the (ex-ante territorial framework of) the initial state of territorial capital to assess 
the (potential) growth demand/need level along with the financial governmental support. 
	 To this end, we should not overlook those trends already present in Europe that support the 
adherence to a supra-regional or even transnational type of governance (i.e. shared planning). 
Some examples can be found in the Baltic and Danube regions, where the management of 
resources for sustainable development is shared. Hence, the discussion of territorialisation of 
investments regarding the peripheries of urban (inner) and internal areas has to take into account 
certain basic factors:
1)	 the structural and territorial relation of the areas under scrutiny with their own regions;  
2)	 what areas have to be included in the new (Strategic) Integrated Territorial Investment
3)	 the ex-ante and ex-post system of territorial organisation (i.e. scenarios) 

2.	 Ambitions Inspiring Change 
During 2014-2015, the so-called TRIO (including Italy, Latvia and Luxembourg European 
Precidencies) have proposed a policy program that places great importance on “investments 
and integrated developing strategies for cities and inner areas” in a context, such as that of 
Europe, characterised by an extremely non-homogeneous territory from the geographical, 
economic and social point of view. This proposal has been put forward while policymakers 
remain well aware of the fact that, in order to create a more balanced territorial structure, the 
2014-2020 Cohesion Policy have to concentrate its growth and employment investments on a 
limited number of thematic objectives and priorities. In this light, distinguishing ‘inner areas’ 
from ‘internal’ ones becomes pivotal as it forces us to reconsider the definition of the European 
territorial typologies, as reported in the literature. During the Italy’s Presidency of the EU, such 
typologies have emerged as possible areas of investment, especially when considering the EU 
2014-2020 planning program.
	 The EuroCities document entitled An EU urban agenda. Engaging cities for a smart, 
sustainable and inclusive Europe (2014), and its further revision by the Council of European 
Municipalities and Regions entitled European Section of United Cities and Local Governments, 
indirectly show the differences already stated in the geographical literature. They provide the 
following definitions:  

•	 Inner area, which is an area located or occurring within or closer to a center. In particular, 
this term has been used since 1990s to refer to the urban peripheries, or to define those 
urban contexts whose activities are strictly linked to the city itself (P. Harrison, 1985; M. 
Porter, 1995; T.D. Boston, C.L. Ross, 1995);

•	 Internal area, which is an area or geographical region that faces extremely challenging 
situations, which ultimately make it more resilient to development inputs. This is often 
due to its peculiar geographical position making it a difficult place to reach (G. Myrdal, 
1957; R. Martin, P. Krugman, P. Sunley, 1996).

Being places that may offer interesting relocation and investment opportunities does not mean 
that both opportunities actually take place. As a matter of fact, each type requires different 
interventions and actors to carry them out.
	 In the case of the internal areas (small and medium-sized towns lacking basic services), 
some solutions can be implemented so as to allow them to be more productive in a broader 
European perspective and more harmonious in their relation with the countryside. This can be 
done by adopting approaches that foster both the development and the protection of the territory. 
Moreover, the natural and cultural heritage can be supported to help cities grow and become 
more modern while still preserving their traditions and identity.
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However, the development perspective on internal areas cannot overlook the broad and long-term 
scenarios that have been thus far put forward. These scenarios propose a “managed” evolution of 
the Europe 2020 policy that takes into account the urban-rural relationship, which is, however, 
included within the 2020 EU Territorial Agenda. This approach has to consider: 1) the size 
(small and medium-sized towns with a population between 5,000 and 50,000 inhabitants that 
are managed by local authorities in internal areas of Europe); 2) the geographical and economic 
level of marginalisation and perpherality of the area under scrutiny.
	 In the case of inner areas, investments should mainly be carried out in real estate and dwellings 
through urban regeneration, re-functionalisation interventions and inclusion. In this sense, some 
pilot projects have been supported through the Leipzig Charter (2007, 2010) and the Urban 
Agenda (2013), as well as now the Pact of Amsterdam (2016). These experiments are extremely 
useful as they allow for integrated urban developments, thus opening new and important paths to 
supply and demand intervention. Co-housing, social housing, energy efficiency of low emission 
buildings, fixed-term employment of working stations for creative start-ups, place-making 
activities via public services, employment of zero-km materials are some examples of activities 
that Europe’s peripheral urban areas should include in their future planning of affordable housing. 
At the moment, it seems that urban residents are likely to benefit mostly from this approach, 
especially in Italy. However, investors and entrepreneurs are also considering London and its real 
estate market as a possible place for investment. Its new buildings harmoniously fit with the so-
called “second-hand to buy” variety, the private rentals segment (“Buy to Let”), the intermediate 
housing (below 80% market rents) and social rent (below 40% market rents). 

3.	 What Timeframe and Regulation for central and inner territories?
Among the great principles that inspired urban planning in the past, functionality was set as 
priority to try and satisfy the community’s needs.
	 The revolution brought about by the systemic approach applied to governance and spatial 
planning has changed those long-lasting designing principles in Europe, thus leading to a 
profound theoretical assessment of the general schemes and hypotheses underlying any project. 
This assessment has to be done carefully before considering its potential to attract investments. In 
order to offer adequate planning and designing, the geographical peculiarities of each individual 
region (Landschaft) should be considered so as to ensure systemic and functional investments 
that can continue in the future. However, an approach that selects territorial dimensions and 
variables to be applied to the analytical process of regionalization of investments is not neutral. 
This is even more relevant if such an approach aims to achieve given European targets. For 
example, using the funds of the 2013 JESSICA Program has been shown to be an effective way 
to support sustainable interventions in urban centres. Nonetheless, one may wonder why this 
program has not resulted in innovative processes and reforms5, especially considering the long-
term advantages that the Integrated Funds can offer, along with their ability to attract a recyclable 
fund by which (private) investments are refundable. This process can consequently create a 
deposit of funds to be made available for reinvestment on new projects.
	 Many cities (e.g. Lille) and regions (e.g. North Rhine-Westphalia) have opted to choose 
those models that could be realistically applied to investments, thus demonstrating how Europe 
can take advantage of these funds (especially in terms of job opportunities). They are aimed to 
support Local Action Plans that can be carried out with the help of private building societies that 
are deeply rooted in the region. It goes without saying that a Local Action Plan is specifically 
5 See: Proceedings of the CSI Final Conference in the European Métropole of Lille on 5th February2015 
entitled ‘Making Financial Instruments Work for Cities’.
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based on the geographical peculiarities of the region it applies to. It can therefore receive the 
residents’ participation during the planning process as it has a key role in guaranteeing or 
thwarting the application of ITIs at urban level. At this stage, a central or regional government 
can support the municipalities in dealing with the financial management and payroll activities. 
For instance, in Austria city councils and districts have been helped to smoothly deal with the 
management and spending of EU’s structural ESF and ERDF funds. Hence, in the case of urban 
“reabilitation” (in inner areas), the city councils are the main local authorities that can make 
investments. They have the institutional responsibility to use funds to implement “bottom-up” 
strategies and, at the same time, they have to represent the EU institutions that made those funds 
available by making sure that the investments are correctly implemented.
	 Within this framework, the issues regarding investments (especially in the housing sector) 
become even more complex and multifaceted. Also, in the case of cities they may not always be 
completely transparent. This is due to the fact the proposed options are experimental, innovative 
or sustainable, yet doubts may arise as to the real use and implementation of the results that the 
project should yield in terms of employment, production, technology and environment (Fig. 2 
and Fig. 2a). As for Italy, inner periphery projects have demonstrated that good practice such 
as urban regeneration involving affordable housing and social inclusion may not be matched 
by government support. At the moment, the UK context seems to be the most dynamic one. 
Not only traditional stakeholders in the private sector but also many non-profit companies have 
invested in the housing sector. The latter have become ‘Registered providers’ that operate side 
by side with the “housing associations” (which are slightly different from the Italian residents’ 
committees).

Figure 2 Regions at Risk of Poverty Rates 
(Eurostat) 2013

Figure 2a Regional Low Work Intensity 
(Eurostat) 2013

Source: ESPON TiPSE project, Final report 2014, pp.10-11
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Spain has also started pursuing this path, whereas in Italy only a few Northern regions have 
shown an interest in it6. A number of other European countries (e.g. Germany, Hungary, 
Sweden, Ireland) also seem interested in implementing these solutions. Thus far, the case studies 
discussed in the literature display quite different characteristics. Some institutions have created 
new primary infrastructures and services based on six-year investment plans while others have 
supported mid-to-long-term urban regeneration projects. However, they all share a decrease in 
the debt costs, which is the result of long- term investments. The Juncker Plan has been used to 
this end.
	 In Italy, such a urban reform has not been implemented. Moreover, little has been done to 
adopt those complex financial tools the EU has offered to its Member States. Interestingly enough, 
though, most Italian cities (drawing on the example of Barcelona in the 1980s) have adopted 
strategic management plans since the 1990s, but have never implemented them. Consequently, 
only recently has such a large-scale process started to appear in Italy. In 2015, Svimez (a private 
association for the industrial development of Southern Italy) has estimated that public works 
in Italy that are financed via the Cohesion Policy programs usually take on average four to five 
years to complete (C. Carlucci, F. De Angelis, M.A. Guerrizio M.A. and DPS-UVER, 2015). 
During the period 1999-2013, EU and national cohesion policies financed 35,000 public works 
(for a total value of over 100 billion euros). Delays were mainly due to administrative issues 
(i.e. two-thirds – 61% and even 65% in the South of Italy – of the total completion period for 
the public work). Also, the preliminary assessment period was normally rather long (one-third 
– at times reaching 75% of the total completion time). Only a handful of regions can complete 
their public works in less than five years: Emilia Romagna in 3.8 years (2.2 years are spent on 
planning), Piedmont, Valle d’Aosta e Tuscany (4.1 years), Lombardy (4.3 years), Trentino Alto 
Adige and Marche (4.4 years). At the national level, completion time can take 2.9 to 14.6 years, 
especially in those cases where the project implies an investment that is over 100 million euros.
The timing in completing public works is a difficult aspect to measure for all the European 
regions. In any case, the data collected via the EPSON  TerrEvi project 2013 has helped use 
to shed light on some specific issues regarding the 2013 planning cycle. This has also allowed 
us to put forward a proposal to translate the 11 thematic objectives relating to the 2014-2020 
European Structural and Investments Funds (ESIF) into projects, on the basis of five criteria: 
needs analysis, thematic concentration, program monitoring, project selection, and stakeholder 
dialogue. Matching this approach to the investigation of the urban development scheme (ESPON 
CityBench project, 2014) can greatly improve our understanding of how reliable cities are when 
selecting the projects they intend to invest in.

4.	 Political Reliability and Social Trust
Comparing the determinants that make a city or territory attractive (Fig. 3) with the impact 
that EU directives have (Fig. 3a) will suffice to underline the lack of appeal that Italy has for 
investors. This is due to the fact that this country has this far not complied with EU standards. 

6 See: the URBACT – USEAct Project (2014) Real Estate Investment Trust for Housing, First Trilateral 
Meeting Report, London, 3rd , 4th April; and KPMG (2014) Competitive Alternatives Guide to Interna-
tional Business Location Costs, http://www.competitivealternatives.com/reports/2014_ compalt_report_
vol1_en.pdf. Accessed 14/3/2016
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Figure 3 Determinants in Territorial Cooperation 

 
 
 
 
 
 
 
 
Source: ESPON Atlas, 2014, p. 98

Figure 3a Impact of Directives on Critical Infrastructures

Source: ESPON Atlas, 2014, p. 97

Luxemburg, Italy and Latvia have agreed that this lack of compliance may be a key factor in 
implementing (or not) the 2020 EU strategy. Such considerations have led researchers to ask, 
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“What European territory do we want?”7. In particular, they ask what exactly we want to invest 
in. This confirms that the polycentric territorial development (i.e. including large, medium and 
small cities that can contribute, each according to their own territorial capital) becomes essential 
to maintain European integrity and identity. It should however be borne in mind that, in many 
European cities, despite many attempts, the attempt to stimulate confidence in investors and 
citizens seems to have failed. Consequently, it is now fairly clear that each context requires 
specific and relevant policies.   
	 As for Italy, this can be achieved by considering two important factors: 1) lack of transparent 
evaluation and information about the needs (i.e. place-evidence) that can support the public 
sector’s implementation of a program. In other words, government institutions have to activate 
and manage the participation and sharing process that needs to precede any investment; 2) 
the lack of (long-term) strategic visions and scenarios that could contribute to the coherent 
implementation of short- and medium-term projects.  
	 The Urban Agenda has been proposed as a minor type of intervention within the Territorial 
Agenda 2020, whose themes reflect the diverse set of political views that can be found in 
Italy. According to the EU, the Urban Agenda (as it is conceived in Italy and in relation to 
city planning) should support the political ambitions of policy decision makers in defining their 
governance strategy. However, it is worth noting that the concept of governance requires that 
a public authority to be knowledgeable, coordinated, aware and responsible (governance is 
considered as a set of regulations that support the completion of a project, and the investment 
it requires; others shrewdly see it as the regulatory tool that supports the investment needed to 
complete a project according to the reference framework put forward by means of territorial 
planning). When considering the impact that the current financial crisis has had on Italian cities 
(e.g. in its social, fiscal and economic aspects), the lack in coordination among macro, meso and 
micro policies becomes evident. This can be clearly observed when examining several projects 
that have attempted to enhance the growing Internal Added Value that each city claims to be 
willing to accept (especially considering that it has been estimated that by 2030, 26-29% of the 
European population will be aged 64 and over). The aging of the population and unemployment 
trends that are affecting particularly Italy, Spain, Greece, the UK and Finland need to be inverted 
by introducing a new idea of cohesion and a new political perception of growth. This can be 
linked more effectively to the demand for development by local communities and the EU’s offer 
of strategic Integrated Territorial Investments (ITI).
	 The Juncker Plan and the Quantitative Easing policy had been conceived to prevent the 
global market from establishing the investment costs which each local community has to pay to 
encourage growth. To this end, these policies have delegated the European financial and banking 
system to promote new investments among those local communities that see these banking 
institutions as the main culprit behind the current economic crisis. Considering that Europeans 
are increasingly negative towards such a policy, little can be gained from promoting the good 
practice implemented through cross-border cooperation (e.g. in the Baltic Sea). By contrast, 
a project underlying a polycentric development seems to be more effective in this sense as it 
proposes that small and medium-sized cities (in internal areas) can be included in a process of 
technological innovation. With the help of local enterprises, this approach could facilitate the 
redistribution of the regional GDP (by boosting it to at least 0.4%) and progressively reducing 
the gap between the regions, if not initiating fast growth processes. In this view, the application 

7 See: Ministère du Devéloppement durable et des Infrastructures (2015) What European territory do we 
want?, Workshop organised by the incoming Luxembourg Council Presidency in the framework of the IT-
LV-LU Trio Presidency Program, 23 April, Luxembourg.
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of endogenous development models will require a medium-term time frame if they are to yield 
more stable results. 
	 The European Commission’s initiatives on territorial scenarios and long term estimations 
(in 2060), which are based on ECFIN and EUROSTAT data to manage occupation, demographic 
dynamics, GDP growth (DG Regio 2015), have demonstrated that an NUTS3 (provinces) and a 
LAU (Large Urban Areas) is possible if employment is related to the Gross Added Value (GAV) 
growth in a converging scenario of Regional Breakdown. To this end, the Impact Assessment 
(IA) and Territorial Impact Assessment (TIA) are essential tools, as well as the relationship 
between sustainable territorial planning and programming based on the policy makers’ awareness 
of scenarios that can increase the level of welfare. This can help them face common macro 
issues such as climate change in order to support endogenous regional policies that can boost 
investments and global policies that can attract private interventions. 
	 This new awareness calls for a change that may lead to taking on those challenges that the 
new approaches to general and sector investment planning may pose. At the urban intervention 
level, scientists can agree on emerging planning and design models. They will look to the 
peculiarity of the development process as the main criterion to: 

•	 adopt both qualitative and quantitative methods (rather than quantitative only), e.g. while 
designing new infrastructures for sustainable transportation;

•	 use open data to increase the stakeholders and investors’ involvement; 
•	 take into account the complexity of urbanization and post-metropolisation processes, as 

well as their effects in terms of land consumption, etc.;
•	 within the planning process, adopt predictive instruments such as TIA in order to bridge 

the knowledge gap on the basis of place evidence, geo-referential and statistical data; 
•	 coordinate programming, planning and design actions with the relevant EU funding 

program, which may also imply reconsidering sector political choices and the Committee 
of Region’s regional agendas;  

•	 by means of specific educational processes, increase the administrative ability to conceive 
new policies that have to be adapted to the peculiarities of each territory. This should be 
done by also taking into account the impact that such policies may have on the current 
institutional model to change its behaviour.  

Working in polycentric terms to boost investments is an effective way to overcome the challenges 
set by the Europe 2020 strategy. It means that new long-term and coherent scenarios will have 
to be designed so as to establish which targets can be achieved in the short term. However, at the 
moment policy making   does not seem to offer much choice. Options seem limited to:

1)	 involving the stakeholders in the decision-making process;
2)	 drawing on place-based evidence to set medium-term targets for a long-term scenario, 

thus involving in this vision both regions and cities (especially small and medium-
sized cities that could help to increase the GDP and reach the European average, as 
well as improve the potential of the territorial capital). 

How to combine the political visions and strategies and citizens’/communities’ needs is still an 
unresolved issue. Economists also feel the need to further investigate such a problem. As for Italy, 
the strategy supported through the Regional Operational Programs (ROPs) should be consistent 
with the national strategy, which has been previously agreed with the EU. This facilitate the 
distribution of the funds to the central government, which has become more centralised due 
to the crisis, rather than taking into account the highly diversified context that can be found 
on the provincial and municipality scale. This has also led to a gradually diminished central 
and metropolitan focus on the regional authorities’ part. Consequently, new polarising trends 
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are emerging, which have normally been found in medium-sized regional capital cities (and 
sometimes even outside a given region) willing to pursue individual development paths. 
	 This does not mean that the centrality of the main city has disappeared. They have used 
the TIA process to become even more dominant, at least as far as systems determinants and 
types of functions are concerned. Examples of these are: the implementation of infrastructures 
and potential for research and development, the quality of life, the use of funds to attract large 
movements of tourists, training and employment and fund and investments. However, the 
willingness to attract investments can be assessed by taking into account some specific variables 
such as, among others: the identity of the production system, the banking and insurance system, 
the density of enterprises, the efficient implementation of the Lisbon Strategy, and the quality 
of the government, which can be enhanced through the urban residents’ involvement, the 
management of general services, including water consumption and waste recycling.

5.	 Some short remarks
In conclusion, when taking into account all the experience reported via empirical research, 
planning practice has to be reconsidered according to the above-mentioned approach8. Although 
re-launching the European economy can be done via new city dynamics, using socially 
innovative and participative processes is the only way to design diversified strategic plans that 
may become a real benchmark for decision-making. It will also prevent the investment in urban 
transformation from becoming an “ex-post hypothesis”.
	 The Community-Led Local Development has proved to be a useful tool for reaching these 
objectives in the short term in places with a population of 10,000 to 150,000 inhabitants, and as 
far as climate change is concerned. They have created energy infrastructures, reduced the CO2 
emissions and implemented measures to encourage training and employment at the local level by 
using the ITIs. Words such as “megaphone”, “antenna” and “arena” are now part of the engaging 
with and connecting between those players who are involved in the decision-making process that 
is managed by the Urban Centres. 
	 As for the case study of the metropolitan periphery, the lesson that has been learnt is that, 
when implementing a participatory process, the following should be borne in mind:
To encourage a dialogue between main stakeholders and all level of institutions to discuss local 
planning. This can be done by using an area-based approach, which is inspired by a problem-
solving logic.
1)	 To help those experienced stakeholders identify the existing problems so as to adopt an 

inclusive approach towards the different capabilities included in the LSG.
2)	 To provide institutions and politicians with continuous feedback about every action taken on 

the neighbourhood scale.
3)	 To cooperate closely and constantly with the selected working groups and assist  them in 

drafting sound and feasible projects (e.g. by using the right scale of action). This helps to 
avoid presenting projects that are not in line with local forces and potential available funds.

4)	 To help stakeholders to think “outside of the box” and be open to new forms of economies 
connected to ecological solutions and new smart technologies (e.g. energy, IT). This will 
encourage planners to be extremely creative in order to think about new ways to enhance 
the local economy, which can be based on social interactions (real/virtual), innovative uses 
of public spaces, green areas and all available facilities (public/private, private in public 
use, etc.). 

 
8 See the Pact of Amsterdam for the EU Urban Agenda 2016, approved on 30 of May 
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Abstract  The Extreme Light Infrastructure (ELI) project was initiated by the European 
Strategy Forum on Research Infrastructures (ESFRI). The ELI research project is conducted in 
3 countries; different facilities are constructed in the Czech Republic, Romania and Hungary. 
The ELI Attosecond Light Pulse Source (ELI-ALPS) laser research centre with its equipment 
unique in the world is established in Szeged, Hungary, in the less developed Southern Great 
Plain region at a value of approximately EUR 200 million and is expected to start operation 
in 2016. The buildings to be constructed will not only house the laser equipment, but also 
provide space for offices and laboratories for the 220-250 researchers and administrative staff 
and a science park shall also be established for enterprises. The investment shall provide an 
opportunity for Szeged to attract knowledge-intensive enterprises and promote start-ups.
	 In our study1 we undertake to attempt to systemise the possible local economic and 
enterprise development effects of the ELI-ALPS based upon international scientific findings 
and experiences. We have developed a proposal on a development strategy based on the 
fundamental concepts of smart specialization that outlines realistic connection points and 
opportunities for cooperation between the local knowledge-intensive business sector and 
the ELI-ALPS, with a special role of the University of Szeged in economic end enterprise 
development.
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1.	 Introduction
The role of universities and the research institutes related to them has become more important in 
motivating regional and local economic development (Harding et al 2007; Huggins and Johnston 
2009; Lawton Smith 2006; Varga 2009). Some excellent studies have provided detailed analyses 
of successful regions concentrating technology-driven or knowledge-intensive activities, such 
as the Silicon Valley (Saxenian 1994) or Oxfordshire (Lawton Smith 2003; Lawton Smith et al 
2005). According to the literature, these knowledge-based activities exploit the advantages of 
geographical proximity, which have a different effect in metropolitan or small city, the regions of 
research universities or community colleges, in central regions or (semi-) peripheries (Anselin et 
al. 1997; Benneworth and Hospers 2007; Lengyel I. 2009; van Oort and Lamboy 2014).
	 Geographical and technological proximity can become the source of significant advantages 
in the case of knowledge-intensive activities, which operate efficiently when concentrated in 
space or when forming clusters (Boschma 2005; Capello and Faggian 2005; Varga 2007). They 
are cheap and reliable when the number of innovative companies and the connected business 
service provider, institutions and their employees reach a critical mass in the given industrial 
or business sector and positive external impacts take effect and a regional cluster is established 
(Porter 1998, 2008). 
	 The exploitation of economies of scale is critical in global competition, and has two visible 
basic spatial types (Capello 2007; McCann 2013; van Oort and Lamboy 2014): in small towns 
so-called localization agglomeration advantages, Marshall-Arrow-Romer (MAR) externalities 
develop (companies in the same industrial segment exploit them and research and development 
conform to their demands), while in large cities or metropolitan regions so-called urbanization 
agglomeration advantages, Jacob’s externalities operate (multiple industrial sectors can 
strengthen and the synergies between them are the engines of development). 
	 Knowledge-intensive activities and relationships mainly concentrate in city regions that 
have a research university, in growth poles, often in science parks (Goddard and Vallance 
2011; Goldstein and Renault 2004). Regions accommodating universities increase in importance 
where the most talented representatives of the given generations concentrate, and this young, 
talented and creative labour force is capable of quickly and efficiently applying new 
procedures (Huggins, Johnston, and Stride 2012). This labour force is ‟reproduced” every year 
in university towns and, with the existence of adequate training, it flexibly adapts to labour 
market demands, thus promoting local knowledge spillovers and the establishment of start-up 
enterprises (Harding et al. 2007; McKelvey and Holmén 2009; Anselin et al. 1997). Certain 
characteristics of collective learning promoting the spread of knowledge and its processes can be 
provided (Capello and Faggian 2005: 79): high mobility of local labour force, stable and fruitful 
relationships with local customers and suppliers, and spin-offs.
The city regions that have a research university in less developed regions are in a special position 
in the currently forming new, knowledge-based specialisation (Benneworth 2004; Benneworth 
and Charles 2005; Radosevic and Myrzakhmet 2009). The corporations participating in global 
competition that have their headquarters in these city regions compete mainly with factor-
driven, or occasionally investment-driven strategies, that is, with cost advantages (Porter 2008). 
In these regions, the local innovation system is controlled externally, and the companies have 
no sources or demands for science research and do not develop new innovations (Lengyel B. 
and Leydesdorff 2008; Malecki 2014). The majority of newly developed knowledge-intensive 
companies and creative youth move from these regions to the large cities of more developed 
areas where it is easier to find business partners and a supporting local environment (Lengyel B. 
and Ságvári 2009; Pike et al. 2006).
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The approach and applied set of tools of regional and local economic development strategies 
has undergone gradual changes in the past decades (Huggins and Williams 2009; Pike et al. 
2011). Instead of the top-down type regional policies a bottom-up strategic planning with 
an integrated approach has emerged (Stimson et al. 2006; 2011). The improvement of the 
competitiveness of less developed regions, that is, modernization is required; the development 
of lacking public goods, the establishment of infrastructure and public services, which the 
market cannot perform (Lengyel and Rechnitzer 2013; Porter 2008). But this is only a necessary 
and not a satisfactory condition, since the local labour force and local enterprises must also 
be prepared for successful operation in a competitive environment, thus active economic and 
enterprise development programmes, culture change must also be implemented (Huggins and 
Strakova 2012; Julien 2007). 
	 Bottom-up integrated strategic programmes mean the practical implementation of the 
well-known Triple Helix, or more recently the Quadruple Helix model, that is the harmonised 
operation of the local government and its institutions, the business sector (chambers, 
entrepreneurial associations), scientific communities (universities) and the interests of the local 
population and the agreed responses to new challenges (Carayannis and Rakhmatullin 2014; 
Etzkowitz and Leydesdorff 2000; Lengyel B. and Leydesdorff 2008). The traditional task of 
universities, education and research, are extended to the role fulfilled in the development of the 
regional and local knowledge economy and society.
	 According to the proposal of Huggins and Strakova (2012), three key fields of a knowledge-
based development strategy can be differentiated in the emerging regions: regional leadership 
and efficient coordination, a system-oriented policy (the integrated development of the business 
environment and infrastructure) and a firm-oriented policy. That is, a separate economic 
development programme and enterprise development strategy are needed whose efficient local 
coordination can provide the opportunity for the development of a knowledge-intensive cluster.
The role of local governments is especially important in the small towns of less developed 
regions (e.g. Newcastle, Enschede), since only they are capable of initiating the processes that 
strengthen the knowledge-based local economy in cooperation with universities (Benneworth 
and Hospers 2007). Universities do not have the financial sources or the organisational capacities 
to constantly manage university-industry relations and establish the lacking local business 
infrastructure that business life would develop in, for instance, a metropolitan regions. Active 
local governmental behaviour and a well-devised strategy are required in order to consciously 
strengthen knowledge spillovers, regional multiplicator effects, the establishment of new spin-off 
companies, strengthening university-industry relationships, establishing forums of cooperation, 
etc., by making university workshops interested.
	 The European Union has established a triple objective for the 2014-2020 planning period: 
smart, inclusive and sustainable growth. Within regional policies, it supports place-based, 
integrated, bottom-up programmes promoting smart growth, primarily ideas based upon the 
principles of new development strategies (Thissen et. al 2013). The national/regional research 
and innovation strategies for smart specialisation (RIS3) are integrated, place-based economic 
transformation agendas (EC 2014: 2): “They focus policy support and investments on key regional 
priorities, challenges and needs for knowledge-based development. They build on each region’s 
strengths, competitive advantages and potential for excellence. They support technological 
as well as practice-based innovation and aim to stimulate private sector investment. They get 
stakeholders fully involved and encourage innovation and experimentation.”
	 In this study we shall review the possible local economic development role and opportunities 
of the ELI-ALPS laser research centre operating from 2016 financed by the European Union with 
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EUR 200 million in Szeged, centre of one of the less developed regions in Hungary. Following 
the presentation of a theoretical background and international experiences, we shall first present 
the ELI-ALPS investment and its environment, the economic and social conditions of the region 
and Szeged, highlighting the most important characteristics of the university and local research 
institutes. We shall also propose a development strategy based upon the basic concepts of smart 
specialization (RIS3) that outlines realistic connection points and opportunities for cooperation 
between the local economy and the ELI-ALPS and other local research institutes, with a special 
role provided for the University of Szeged. The advantages and disadvantages of the ELI-ALPS 
institute on the local economy evoke a serious dilemma which we shall attempt to resolve by 
means of local economic and enterprise development proposals.

2.	 The laser research institute and its geographical environment 
During contemplating the economic development impacts of the ELI-ALPS laser research 
institute, the development of the integrated bottom-up strategy, we must not only consider the 
characteristics of the investment and the facility, but also the existing features of the region and 
the city region.
	 The Extreme Light Infrastructure (ELI) project is an integral part of the planned and already 
constructed generation of large European research facilities managed by the European Strategy 
Forum on Research Infrastructures (ESFRI). The EU laser project amounting to a total budget 
of EUR 850 million is implemented in three countries, in independent fields and with separate 
instruments: research centres are constructed in the Czech Republic (beamline), in Hungary 
(attosecond) and in Romania (photonuclear).
	 The ELI Attosecond Light Pulse Source (ELI-ALPS) is being built in Szeged with a total 
budget of EUR 200 million. The primary mission of the ELI-ALPS laser research centre „is to 
make a wide range of ultrafast light sources accessible to the user groups of the international 
scientific community, with special consideration to coherent extreme-ultraviolet (XUV) and 
X-ray radiations, and to attosecond pulses”2.
	 The primary mission of the laser research centre ‟is to make a wide range of ultrafast light 
sources accessible to the user groups of the domestic and international scientific community. The 
equipment operating in the research centre is expected to achieve significant research results 
not only in the case of ultrafast physical basic processes, but also in the field of biological, 
medical and materials sciences”3. Main research and application areas of ELI-ALPS: valence 
electron science, core electron science, 4D imaging, relativistic interactions, biological, medical 
and industrial applications etc. Possible application fields are expected to come from biological 
sciences, chemistry, climate research, energy and materials sciences, medical imaging, etc. 
According to the international application, 5 laser tools will be constructed, which will be 
capable of a significantly higher performance than anywhere previously in the world in producing 
ultrashort pulses.

2 Source: http://www.eli-hu.hu/	
3 Source: http://www.eli-hu.hu/	
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Figure 1 Location of ELI-ALPS and a planned Science Park

Source: http://www.eli-alps.hu/

The laser research centre is partly funded by the EU Structural Funds allocated to Hungary. 
Approximately 220-250 employees will work there, half of them as researchers who get their 
positions through international applications and whose salaries will reach a Western European 
level. The centre will be controlled and supervised by an international Scientific Advisory 
Committee without the active participation of any institutions of the university or the city. 
Researches conducted here will partly be funded from EU sources, but the equipment will also 
be rentable for corporate research. 
	 The floor area of the research centre will be almost 24,462 square metres4 (5 buildings) and 
besides the rooms for the laser equipment, it will also accommodate laboratories (biological, 
chemical, medical, etc.), workshops, computer rooms, a conference room for 200, 8 seminar 
rooms, offices, a library, etc. The research centre can therefore accommodate not only researches, 
but also conferences, workshops and training courses.
	 In Hungary there are 7 regions of NUTS2 level, including 3-3 counties of NUTS3 level 
(Figure 2). 

Figure 2 Regions and counties of Hungary

4 Source: http://www.eli-hu.hu/
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The Southern Great Plain region is situated in the south-eastern border area of the country, and 
includes three counties: Bács-Kiskun, Békés, and Csongrád. Szeged, Hungary’s fourth most 
densely populated city, which is situated approximately 180 kilometers south from Budapest, 
is the centre of both the Southern Great Plain region and Csongrád county. Trans-European 
transport corridors pass the city, the motorway towards Romania and Serbia reached the city in 
December 2005.
	 The GDP per capita on purchasing power parity of both the region and the county is far 
behind the EU average and varied between 45-50% thereof, and the economic growth following 
Hungary’s accession to the EU in 2004 has also been minimal (Table 1). The employment rate is 
also significantly lower than the EU average, but also falls behind the Hungarian average.
	 In the majority of figures related to research and development, however, the Southern Great 
Plain has a strong position and comes directly after Central Hungary in the rank of regions. 
Csongrád county, in turn, is in an even better position, since in the majority of R&D input and 
output figures it ranks first among the counties. Indeed, the specific number of those with an 
academic degree (35 persons per 10,000 inhabitants) is higher than in Central Hungary (29 
persons per 10,000 inhabitants) that belongs to the developed regions, and the proportion of 
those with tertiary education is close to the EU average. 

Table 1 Main data of Hungarian regions and Csongrád county

Territorial unit

GDP per 
capita 

(PPS, EU27 
=100%), 

2012

Employment 
rate (ages 20-
64) (%), 2013

R&D 
expenditures 
per GDP (%), 

2011

R&D 
employees 
per 10,000 
residents 
(%), 2013

Higher 
educational 
attainment 

(%) (ages 25-
64), 2011

Academic 
degree 

(PhD) per 
10,000 

residents, 
2013 

Central Hungary 107.7 67.4 1.7 191 30.9 29

Central Transdanubia 58.5 66.0 0.8 35 17.2 6

Western Transdanubia 68.3 66.8 0.8 34 17.9 9
Southern 
Transdanubia 45.4 60.4 0.6 36 16.6 11

Northern Hungary 39.6 56.5 0.6 24 15.6 6

Northern Great Plain 42.8 58.4 1.1 34 16.3 11

Southern Great Plain 45.5 61.6 1.1 52 17.1 13

Hungary 65.7 63.2 1.2 59 21.0 15

EU-27 100.0 68.4 2.0 - 22.4 -

Csongrád county 50.5 61.6 1.3 116 21.1 35

Source: HCSO 2014, 2015

The close environment of the laser centre is comprised of Szeged and its agglomeration. The ELI-
ALPS is being constructed at the edge of the city, near the motorway in a former Soviet barracks 
managed by the university. In general, the city region of Szeged, based upon the size of the 
population, the increase in the proportion of residential population (there was an increase from 
201 thousand to 208 thousand between 2001 and 2011), the high proportion of those with tertiary 
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education, but even according to the high number of corporate enterprises operating there is a 
dynamically growing region by Hungarian standards. 29% of people between 25 and 64 in the 
city hold tertiary a degree, which is one and a half times more than the national average, while 
the specific number of those with an academic degree is multiple the times thereof. According 
to the employee LQ-indexes of the 13 sub-sections of the manufacturing industry, only the food 
industry (CA: the manufacturing of food products, beverages and tobacco products) displays 
characteristics of specialization and concentration in Szeged city region, which means that not 
only the county, but not even Szeged has any knowledge-intensive manufacturing industry 
(Lengyel and Szakálné Kanó 2012; Szakálné Kanó and Vas 2013).
	 The tertiary education sector and knowledge-intensive service providing activities are 
mainly connected to the University of Szeged, which is one of the top quality universities of 
Eastern Europe according to international rankings5 (Lengyel I. 2009). The University of Szeged 
is the largest employer in the region with its approximately 7 thousand employees; it has 27 
thousand university students studying at 12 faculties and 6-7 thousand students graduate there 
each year. Some 130 departments operate in a wide field of disciplines and the university has 
770 professor-researchers with an academic degree. 8-9,00 PhD students study at the 19 doctoral 
schools, and the university has a significant international relationship network and an extended 
university-industry relationship system (Vilmányi 2011).
	 Many units of the research institute network of Hungary outside of Budapest are located 
in Szeged. Besides the University of Szeged, the Biological Research Centre of the Hungarian 
Academy of Sciences (with 260 researchers) also represents a significant scientific capacity and 
in 2000 it was awarded the prestigious title Centre of Excellence of the European Union. The 
Szeged Biotechnology Institute of Bay Zoltán Nonprofit Ltd for Applied Research (BAY-BIO) 
and the Szeged Cereal Research Nonprofit Ltd also operate here. 
	 Based upon available data, the economy of the Southern Great Pain and Csongrád county 
qualifies as less developed, and industrial sectors and clusters that would classify as knowledge-
intensive in the competitive sector are hardly present. However, the knowledge base concentrated 
in the county and the city region of Szeged is significant not only in Hungary, but also at an 
international level. There is a constant supply of graduates coming from the University of 
Szeged, some of whom continue their studies at the local doctoral schools. This knowledge base 
and the masses of talented youth emerging each year provide an opportunity for a knowledge-
intensive economic restructuring to take place in the region. The ELI-ALPS investment does not 
only create the opportunity for local scientific capacities to strengthen in Szeged, but also for a 
real, knowledge-based local economic and enterprise development. 

3.	 ELI-ALPS, as an opportunity for local economic development 
Results published in prestigious international literature point out that three programmes are 
required in small city regions: the improvement of the business environment (in narrow terms, 
economic development), enterprise development and the motivation of clusters. In the smaller 
towns of less developed regions, as for instance in Szeged, these programmes must be coordinated 
efficiently, which requires local collaboration between the government, business, university and 
non-governmental sectors. In these regions the role of the university is especially important, as 
a constant output source for a highly qualified labour force and a motivator for new, innovative 
(start-up) enterprises.
5 Quacquarelli Symonds (QS) (The QS University Rankings: EECA is a dedicated ranking of the top uni-
versities in Eastern Europe and Central Asia) ranks the University of Szeged at number 22: http://www.
iu.qs.com/eeca2014-rankings-results/.
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During the 2014-2020 period, EU Structural Funds sources for the development of knowledge-
based local economy can be applied for based upon the RIS3 strategies, thus for strengthening the 
regional multiplier effects of the ELI-ALPS (Thissen et. al 2013). Based upon the available data, 
according to the standardization of the RIS3 manual (EC 2012): Szeged and its city region is a 
catching-up city region (knowledge region) of population growth and inflows and a knowledge 
and potential technology hub where economic activities exploiting new market niches can start. 
In the case of such a city region type, the recommended strategy is the support of knowledge-
intensive enterprises strengthening the potential competitive advantages of the region and the 
research institutes creating new knowledge that cooperate with them (EC 2012): reinforcing the 
R&D infrastructure related to new industrial sectors, attracting knowledge-intensive companies 
and their units, establishing science parks and incubators, attracting and supporting talented 
youth and a constant monitoring of high-tech market niches.
	 During the development of local economic development recommendations related to the 
activities of the ELI-ALPS, we highlight three special local aspects. One is the critical mass 
determined by the city size (the population of 208 thousand), which only enables the strengthening 
of one or two industrial sectors (localization agglomeration advantages), that is, a strong 
specialization and a concentration of scarce sources are required. The other aspect involves the 
low development of the region and the shortcomings of the service providing background, due 
to which a modernisation process must be started where the university will be assigned a special 
role. The third aspect is the too broad potential application scope of the results achieved during 
the experiments performed at the ELI-ALPS. Because of that, it is currently unknown which 
scientific disciplines will experience fundamental breakthroughs, that is, which industrial sector 
will utilise any innovation, which means that the development of knowledge-intensive clusters, 
if they are even established, can only take place later.
	 Based upon the aforementioned, we believe that boosting the economic development effects 
expected on behalf of the ELI-ALPS research institute should be divided into two steps according 
to the logic of the RIS3 strategies. In the first step, two elements of the microeconomic business 
environment, the quality of the business environment (as economic development) and the 
refinement of company operations and strategy (as enterprise development) must be strengthened, 
while in the second step, clusters should be motivated. According to Huggins and Strakova 
(2012) two priorities can be distinguished in knowledge-based local economic development in 
small cities of emerging regions: a system-oriented policy (in essence, economic development) 
and an firm-oriented policy (enterprise development). This model, at the same time, emphasizes 
the importance of the coordination role of local governmental actors, in concurrence with the 
recommendations of Benneworth and Hospers (2007).
	 Based upon these concepts, we reshaped Huggins and Strakova’s model according to the 
special local conditions of the ELI-ALPS research centre (Figure 3). Since the development of 
clusters will take place later, we highlight two of the aforementioned subsystems of the system-
oriented policy promoting economic development (Huggins and Strakova 2012): on the one 
hand, it is necessary to establish the infrastructural background of regional spillovers, and on 
the other hand, a culture (attitude) change is required that would promote the foregrounding 
of responsible innovation in the field of R&D. In the first step, a science park, including an 
incubator, would be established parallel to the ELI-ALPS investment, directly neighbouring the 
laser research centre in the area managed by the university. At the same time, company-oriented 
developments must also be implemented: various divisions of companies must be attracted, start-
ups supported, funding ensured and knowledge relationships reinforced (locally and globally). It 
is also important to consider that the role of the university in local knowledge-based economic 
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development is of special interest due to the special environment of Szeged and we believe it is 
related to all issues to be developed.

Figure 3 Knowledge-based economic development organised around the ELI-ALPS 

Source: own edition based on Huggins and Strakova (2012: 971) 

4.	 Regional leadership and coordination
As we have already highlighted, the efficient operation of local cooperation networks is 
indispensable in bottom-up integrated economic development. In the RIS3 strategy, in a 
given region, the actors (according to the Quadruple Helix model) accept a joint vision based 
on a consensus, which they use as a basis for an economic development strategy. In Szeged, 
the local government and its institutions must actively participate in the coordination of the 
development and implementation of local economic development programmes aligned to the 
RIS3 strategy utilising the ELI-ALPS as an opportunity. However, due to the special conditions 
of the city region, the university and its concerned departments and research institutes must also 
participate with various levels of intensity in the implementation of practically all elements of 
the development programmes6. 

4.1 	System-oriented policy: the improvement of the business environment
The system-oriented policy encompassing economic development is comprised of three 
programmes that concentrate on creating an efficient business environment.

ELI Science Park: access to physical infrastructure
The role of science parks as generators of dynamic economic restructuring is significant in 
RIS3 strategies of city regions (Nauwelaers et al. 2014). The ELI Science Park will provide 
an infrastructure background for a wide range of knowledge-intensive activities. Since the 
business utilisation of research results is expected to cover a rather broad scope, the park will not 
concentrate on a single R&D&I area, but will provide room for the geographical concentration 
of heterogeneous, multifocal high added value companies. The special characteristic of the 
ELI Science Park is that, the ELI-ALPS itself fulfils an ‟integrator role”, however, that will 

6 The expression ‟fourth generation” university has already appeared in the literature and refers to the 
fact that modern universities of our day must become capable of proactively influencing the economic and 
social processes of their region (Lukovics and Zuti 2013; Pawlowski 2009).



88 Imre Lengyel • Miklós Lukovics •  Szabolcs Imre 

not generate a supplier dependence as strong as what is visible in the case of a manufacturing 
industry supplier network, and instead only carries the function of initiating the development of 
geographical concentration. 
	 An incubator is to be established within the science park, which would not only provide 
rooms for starting enterprises with advantageous conditions, but also provide high-quality and 
cheap business services (counselling, accounting, information technology, etc.). 
Promoting regional spillovers 
	 The types of relationships of the companies to the ELI-ALPS and the science park are easiest 
to describe in the form of concentric circles based upon their technology-orientedness and their 
demand for geographical proximity (Figure 4).

Figure 4 The types of activities organised around the ELI-ALPS 

Source: prepared by the authors

•	 Level 1 supporters are the divisions of primarily multinational companies settling in the 
science park and maintaining direct (even daily) contact with the ELI-ALPS. Geographical 
proximity is vital for level one supporters, since these companies are closely related or are 
suppliers (maintenance staff, etc.) to the technological operation of the ELI-ALPS and/or 
settled there because of the expected basic research findings. 

•	 The second concentric circle depicts so-called level 2 supporters that are in indirect 
contact with the ELI-ALPS and have a direct (supplier or R&D&I) relationship with the 
companies in the first concentric circle. In their case, geographical proximity to level 1 
supporters is vital, since they utilise the latter supporters’ applied research or experimental 
development results, or are their suppliers, whereas they only have an indirect R&D or 
supplier’s relationship with the ELI-ALPS. This group includes, among others technology-
oriented start-up companies connected in some way to research conducted in the ELI-
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ALPS, which have a high risk and therefore the services provided by the science park are 
vital to them.

•	 The third concentric circle is where we find the so-called related activities that have 
a direct (supplier or R&D&I) relationship with the enterprises in the first and second 
concentric circles, and which presumably have no direct relation towards the ELI-ALPS. 
They logically include, among others, primarily local companies that have no technological 
relationship with any research conducted in the ELI-ALPS (their activities including 
patenting, interpretation, information technology, etc.) and also other, technologically 
prepared local companies striving to apply the new technologies based upon the findings 
of the research conducted in the ELI-ALPS. Although in the case of the latter companies 
a relationship (technological) proximity is vital, a further advantage is constituted by 
geographical proximity, since, in possession of local, ‟noiseless” information they can 
start development earlier and at a lower risk than distant competitors, thus most of them 
will probably settle in the science park. 

•	 The fourth and fifth concentric circle is where we primarily find those mostly local 
enterprises that may have any (supplier or R&D&I) relation with the enterprises in the 
science park and local institutions that fundamentally influence the broader city and 
county business environment of the science park. The enterprises of the fourth circle and 
the institutions of the fifth circle are not expected to settle in the science park, but will, 
however, maintain an intense relationship with those in the park. 

The description above clearly illustrates that the establishment of a science park in the immediate 
environment of the ELI-ALPS is of vital importance from the aspect the enterprises of the local 
economy. The reason being that the existing enterprises in the area will not, or only to a limited 
extent and in small numbers be capable of establishing any business relations with the ELI-
ALPS initially, due to its special nature. It is rather the divisions of the high-tech international 
companies settling in the science park that would be expected to primarily constitute significant 
business relationships with enterprises of the local economy, more precisely, mainly the level 2 
supporters and those performing related activities and, to a lesser extent level 1 supporters. 

Culture change: responsible innovation
The ELI-ALPS and the science park may also become initiators of a change in approach and 
culture (entrepreneurial spirit, risk taking, tolerance, etc.) observed by Huggins and Strakova 
(2012) necessary for knowledge-intensive activities in an emerging region. Disseminating the 
concept of regional responsible innovation (RRI) is an important part of that process. The ELI-
ALPS and the science park to be established around it could create a geographical concentration, 
an innovative environment where the introduction and dissemination of the concept of 
responsible innovation may result in real positive effects. The adaption of the RRI approach on 
behalf of the ELI-ALPS is the first step of the introductory phase. It may well be expected of the 
introduction of RRI that the approach would reach the organisations settled in the park through 
various channels and, through them, the local enterprises related to them too (Gyurkovics and 
Lukovics 2014). 

4.3 Firm-oriented policy: integrated enterprise development programme 
The development of the infrastructure – in this case, the science park – is necessary, but not 
satisfactory for successful local economic development, thus efforts must be made to strengthen 
existing and newly established enterprises. The enterprise development strategy is based upon 
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a defined target system and the related three enterprise development interventions, which carry 
special characteristics in a less developed country (Kállay and Lengyel 2009).

Business environment, start-ups
Services that help to become an entrepreneur and aid the operation of inspiring, new companies 
are required:

•	 Education, a conscious development of ‟entrepreneurship” and business 
management competences: high-level enterprise education is required for the ELI-
ALPS, the researchers and experts of the science park and the professors and students of 
the University of Szeged to ensure the establishment of spin-off enterprises with a large 
growth potential. For that purpose, a practical education of entrepreneurial and business 
skills must be organised for actors with no economic qualifications (researchers).

•	 Developing special business development services for spin-off and start-up 
enterprises: special business development services (consulting, mentor programmes, 
early growth management) that contribute to long-term success both during establishing 
an enterprise and throughout its operation are of utmost importance. Developing a 
consulting background specialising in knowledge-intensive enterprises is worthwhile in 
the long run in the case of such concentration.

•	 Managing knowledge transfer and technology transfer: installing technologies that are 
key sectors within the European Union (e.g. photonics, medical device manufacturing) 
would significantly enhance the success of the economic region developing around the 
science park. The conscious management of the knowledge and technology transfer based 
upon these sectors, with, for instance, technology transfer offices, could expedite the 
development of knowledge-intensive enterprises.

Access to finance
Newly started and rapidly growing knowledge-intensive companies have special financing 
demands, which can only be efficiently supported with special financing structures.

•	 Supporting seed funding, or business angel financing: the greatest obstacle for larger-
scale and successful investments is usually not the insufficient amount of risk capital, 
but the actors even finding each other. Connecting to various business angel networks 
and organising investors’ forums or brokerage events is therefore of special importance. 
These include the preparation of knowledge-intensive enterprises (the receiving side) for 
receiving risk capital.

•	 Supporting donor financing: monitoring domestic and EU grants and preparing and 
managing application materials are a great help both for the enterprises in the science 
park and the related knowledge-intensive companies in the city region. The professional 
background satisfactory to the current regulators must be established, with a clear 
distinction between tasks to be performed by the community funded (non-profit) and the 
for-profit sectors.

Access to knowledge networks
Knowledge-intensive companies possess both local relationships (based on geographical 
proximity) and global relationships (based on technological proximity), which are equally 
necessary for success in international competition.

•	 Supporting foreign market expansion, encouraging export: the international 
relationships of the companies strengthening in the park are of fundamental importance 
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for appearing on the export market, thus consciously managing efficient external market 
relationships and networks is an important task. Personal meetings are also required to 
establish relationships, which have to be facilitated by organising business meetings, 
conferences and workshops, appearing at exhibitions, inviting guest researchers and 
professors, etc.

•	 Encouraging business and scientific networks: connecting to interpersonal and 
business networks makes it easier for researchers and corporations to get access to 
existing knowledge and experience and also to create new knowledge and at the same 
time decrease the risk of their decisions (clubs, associations, etc.). The professional 
relationships can also be reinforced by organising ad-hoc meetings.

4.4 Strategic role of the university
Due to its size and position, the University of Szeged participates in the development and 
implementation of the activities of both system-oriented and firm-oriented policies: it is an 
organiser of training courses adapting to the labour force demand of knowledge-intensive 
companies, one of the entities preparing regional economic development decisions, an active 
participant in forming university-industry relationships, and an actor in local enterprise 
development programmes. Therefore, it has an especially important role in promoting spillover, 
developing the science park, the practical introduction of the concept of responsible innovation, 
facilitating access to financial sources and knowledge networks and developing the business 
environment (Table 2).

Table 2 The possible role of the university in each programme

Name Possible university activities 

ELI Science Park

•	 performing economic impact analysis of companies settled 
in park

•	 promoting local embedding of settlers 
•	 contributing to the exploitation of the economic development 

potential of the ELI and the science park
•	 organising relationships between settling companies and 

university departments and institutes 
•	 extension training and courses provided for the employees of 

settling companies 

Regional spillovers

•	 developing local innovation system 
•	 establishing economic and enterprise development centre 
•	 preparing economic situation analyses 
•	 operating technology transfer office 
•	 organising informal meetings, professional forums and 

business clubs 
•	 organising training for related activities generated by the 

ELI-ALPS 
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Name Possible university activities 

Culture change: 
responsible innovation

•	 disseminating the approach of responsible innovation 
•	 facilitating the practical introduction of responsible 

innovation 
•	 providing training in laser application opportunities 
•	 strengthening engineering training 
•	 organising related PhD programmes, advertising research 

topics
•	 inviting guest professors and researchers 

Business environment, 
start-ups

•	 wide-scale education of entrepreneurial skills 
•	 developing legal, business, IT, etc. consulting network 
•	 organising patenting procedure 
•	 organising brainstorming sessions
•	 screening project ideas 
•	 managing mentoring network
•	 consulting in strategic planning
•	 monitoring grants, preparing applications and consulting

Access to finance
•	 providing help in reaching investors, business angels
•	 organising investors’ meetings
•	 helping the preparation of business plans 

Access to knowledge 
networks

•	 organising international conferences
•	 organising business meetings 
•	 strengthening international professional relations with fellow 

universities 
•	 supporting international research cooperation

A ‟Strategic Council” ought to be established from the representatives of the concerned 
departments and research institutes at the University of Szeged that would prepare and constantly 
monitor the accession of the various university divisions to the aforementioned programmes. 
One of its important tasks would be to sense and indicate in a timely manner, if any deviations or 
negative phenomena were seen in programmes the university participated in. It is also important 
that an ’Economic and Enterprise Development Centre’ should operate at the University of 
Szeged, which would establish and maintain a relationship between the research institutes and 
the knowledge-intensive companies, and would coordinate the services of the related university 
divisions (training, events, consulting, etc.).

5  Summary
A high-tech laser research centre, the ELI-ALPS, is implemented in Szeged, a university town in 
one of the less developed regions in Hungary. This international research institute, operational as 
of 2016, will operate laser equipment unique worldwide, which can be utilised by both scientific 
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researchers and industrial appliers. The ELI-ALPS was placed in Szeged for fundamentally 
two reasons: in order to exploit the internationally renowned scientific capacity existing there 
and also to boost the development of the local knowledge-based economy and enterprises. The 
research institute is an opportunity in Szeged that both the city and the university wish to utilise 
in order to facilitate the economic development of the region.
	 According to international experiences, an efficient collaboration between the town 
leadership, the city’s institutions and the university and its research institutes is necessary in 
a small university town of a less developed region in order to strengthen knowledge-intensive 
economy. The management and the logical framework of knowledge-based local economic 
development concepts ought to be financed within the framework of a bottom-up smart 
specialization strategy (RIS3) supported by the EU. 
	 Based upon the literature and local characteristics, we believe that in the case of the 
expected economic development impacts generated by the ELI-ALPS we must distinguish 
two chronologically consecutive phases. In the first phase, two elements of microeconomic 
fundamentals must be strengthened: economic development that improves the quality of the 
business environment and the refinement of corporate operation and strategy. The research 
conducted in the framework of the ELI-ALPS provide an opportunity for a multitude of business 
applications, therefore, it is impossible to say today, which activities will form clusters. Thus, 
encouraging knowledge-intensive clusters shall take place in the second phase when the number 
of companies related to the activities of the ELI-ALPS has reached critical mass in a sector. 
In the first step of the development strategy, we recommend establishing a science park, including 
an incubator, which would be established directly neighbouring the ELI-ALPS and would 
provide a home to knowledge-intensive enterprises, settling companies and start-ups. Supporting 
enterprise development is also very important, so that knowledge-intensive companies be 
established related to the university and so that local enterprises be able to become business 
partners of the companies operating in the science park. 
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Abstract  This study investigates macroeconomic determinant and potential of remittances 
flow to Pakistan from selected 12 major partners, using the augmented Gravity model on 
panel framework from 1995 to 2012. The Generalized Least Square technique is used to 
explain the macroeconomic behaviour of remittances flow. The result shows that the standard 
Gravity variables explain the remittances flow, and the result of augmented variables shows 
that the real exchange rate and inflation rate have significant positive, whereas the interest rate 
has significant negative impact. The binary variable for common language and GCC shows 
significant positive impact indicating importance of the Gulf region and common language for 
remittances flow. The potential of remittance flow shows existence of high potential in Japan, 
Germany, Norway, Qatar and Kuwait respectively. It urges Pakistan to send migrant workers to 
potential economies, and make domestic environment investment friendly and reduce interest 
rate to encourage remittances. 

Keywords    International Migration - Remittances Flow - Economic Integration - Gravity 	
		  Model - Panel Data 

JEL Classification  F22 - F24 - F15

1. Introduction
The remittance inflow is the major source of foreign exchange reserve for developing countries, 
which are persistently facing chronic trade and fiscal deficit. According to the United Nation, 
(2013), there are 232 million international migrant in the World, of which 59 percent live in 
developed and 41 percent in developing economies. The developing economies receive 60 
percent of total world’s remittance flow, accounting 414 billion in 20131. The South Asian 
economies are major migrant sending countries and the remittance inflow is an important 
source of international investment and international reserve inflow.  
Pakistan is a capital deficient country of 180 million peoples with highly sluggish trade and 

1 The World Bank, (2013).
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economic growth performance. It is characterized by lower investment and productivity growth. 
It is major migrant sending country and remittance received is the major source of international 
capital flow. Approximately 7.4 million Pakistanis are working around the globe and send $15 
billion remittances in 2013. The migrant workers are broadly categorized into two groups. First 
groups comprise professional and qualified workers migrate and settle in developed economies 
and second group comprise short term low skilled migrant workers. The first category migrants 
found in developed economies, i.e. USA, UK, Germany and France, and second group of 
migrant, is major sources of remittances, is found in Gulf countries. 
	 The Saudi Arabia and UAE are major economies contributing 30 and 20 percent respectively. 
The figure 1 in appendix shows that the share of Saudi Arabia has increased from 20 percent 
in 2007 to 30 percent in 2012. The Middle East emerged as largest markets for lower skilled 
temporary migrants, which is followed by developed European, 28.3 percent, and American 
economies, 16.2 percent. The remittances from developed economies is determined by the 
traditional trading partners, i.e. USA 15 percent and UK 14 percent, see figure 2 in appendix. 
The remittance from USA has drastically reduced from 34 percent in 2001 to 15 percent in 2012, 
whereas that of the United Kingdom has modestly increased from 7 percent in 2001 to 14 percent 
in 2012. 
	 This study investigates macroeconomic behaviour of remittance flow to Pakistan from major 
12 partner countries, using Gravity model on panel framework. The remittances flow is modelled 
using economic conditions of home and partner countries, and estimated model is then used to 
analyse potential of selected partners to send remittances. The rest of this study is organized as 
follows: Following the introduction in section 1, section 2 reviews selected empirical literatures. 
The methodology and data issues are discuss in section 3, and results are presented in section 5, 
whereas section 6 concludes the study with policy recommendations.

2. Literature Review
This section discusses impact of remittances flow on economic growth, and reviews selected 
empirical literature on determinants of worker remittances.

2.1 Remittances and Economic Growth
The International remittance according to Jr, (2009), is the money transferred to the household, 
by the migrant workers working outside the country of their origin. The remittance is the largest 
source of international capital flow to developing countries, Barajas, (2009).  The remittance 
flows to developing countries are expected to reach 414 billion in 2013. The World Bank expects 
an average annual growth of 8 percent during 2013-2016. South Asian economies are major 
recipient of worker remittances, accounting $115 billion in 2013 and expected to reach $154 
billion in 20162. Pakistan ranked top 8th recipient of worker remittances with an annual flow of 
$15 billion in 2013.
	 The empirical studies urge mixed impact of remittances on economic growth of recipient 
economy. (Stark and Lucas, 1988; Faini, 2002), argues that the remittances have a significant 
growth enhancing impact. Mughal, and Anwar, (2012), urges that the remittance flow increases 
economic prosperity and reduces poverty level and economic disparities. Siddique, et al., 
(2012), found that the remittance leads to productivity growth in Bangladesh, India and Sri 
Lanka, whereas (Barajas et al, 2009; Chamia, 2003), found no relationship between remittances 
and economic growth, whereas Jawaid and Raza, (2014), urges that the remittances flow has 

2 Migration and Development Brief, the World Bank, (2013).
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significant positive impact on India, Bangladesh, Sri Lanka and Nepal, whereas negative impact 
is observed in economic growth of Pakistan.  The rest of this section discusses channels through 
which remittances affect economic growth of recipient economy.

2.1.1 Aggregate Demand
The inflow of remittances increases domestic purchasing power which results increase in 
aggregate demand for consumption, which induces investment and productivity growth. Adams, 
(2006), urges that the consumption expenditure constitute the largest portion of remittance in 
recipient economy. The increase in demand for consumption goods induces productivity growth 
and employment level.  

2.1.2 Financial Development
The remittances send by the migrant workers are an important source of international payment 
and investment in capital deficient developing economies. The flow thus develop financial sector 
of recipient countries and provide liquidity for international transactions.  (Levine, 1997; Rajan 
and Zingales, 1998) urges that the poor economic performance of many developing countries is 
due to inadequate finance.   The remittances constitute the largest source of external finance in 
developing economies. Giuliano, and Arranz, (2009), argue that the remittance flow increases 
economic growth host developing economies through financial sector development. Qayyum, 
and Nawaz, (2014), urges that remittances flow to Pakistan increase steady-state output growth 
and capital stock through financial development.

2.1.3 Dutch Diseases
The remittance flow according to Dutch disease perspectives, negatively affects economic 
growth of recipient countries through appreciation of real exchange rate and distorting the trade 
balance. The Swan-Corden-Dornbush model, argues that the remittances induces aggregate 
demand results increase in domestic price level and exchange rate. Rodrik (2008) urges that 
the appreciation of real exchange rate makes the country’s exports expensive and deteriorates 
competitive position of exports in international markets. Makhloof, and Mugal, (2013), 
investigated Dutch Diseases in Pakistan arising from international remittances by investigating 
its impact on the real effective exchange rate. The findings shows that the remittances from 
Persian Gulf contribute to the Dutch disease, whereas those of North America and Europe do not. 
Javaid, (2009), urges that the remittances flow exert upward pressure on real exchange rate and 
causes Dutch Diseases phenomena of South East Asian economies. 

2.1.4 Labour Market
The outflow of migrant workers from remitting economy results decrease in available labour 
force and correspondingly increase in cost of labour. The outflow of labour thus results in the 
declining competitiveness of recipient economy, Bussolo, and Medvedev, (2007). Pakistan is 
labour intensive economy with 13 million unemployed workforce. The lower domestic and 
foreign investment along with sluggish productivity growth and unemployment level of Pakistan 
negates stated supposition. 
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2.2 Empirical Literatures
The review of above empirical literatures urges mix impact of remittances on economic growth 
of recipient economy. This section reviews selected empirical literature on macroeconomic 
determinants of migration and remittances.  
	 Nishat, and Bilgrami, (1993), investigated determinants of worker remittances in Pakistan 
using survey data of 7061 migrants from Gulf countries. They investigate motivational behaviour 
of these migrant towards remittances based on altruism and self-interest theories. The dependent 
variable in monthly remittances in rupees which is explained by a set of explanatory variables 
such as income, overseas experience, number of dependents, family status, value of property, 
year of schooling and other dummies. The results show both altruism and self-interest motives 
determine remittances. They suggested sending unskilled and less educated workers, and 
attractive business investment opportunities to attack remittances.
	 El-Sakka, and Mcnabb, (1999), investigate macroeconomic determinants of migrant 
remittances to their countries of origin. They use annual data of Egypt for the period of 1965 
to 1991 for cash remittances and 1974 to 1991 for imports financed through remittances. The 
result shows that the both exchange rate and interest rate differential are important in attracting 
remittances. The results also show that imports financed through remittances have higher income 
elasticity, suggesting either imports are consumer durable and luxury goods. 
	 Lueth, and Ruiz-Arranz, (2006), applied Gravity model to explain bilateral migrant 
remittances of major remittance recipient developing countries, i.e. Bangladesh, Croatia, 
Indonesia, Kazakhstan, Macedonia, Moldova, Philippines, Serbia, Montenegro, Slovenia, 
Tajikistan and Thailand. The result shows that the Gravity model explained remittances flow 
quite well as 50 percent variation in remittances flow explained by few gravity variables. The 
model is later extended the model and approached 85 percent explanation of variation.
	 Vargas-Silva, and Huang, (2006), investigate whether the macroeconomic condition of the 
host country or recipient country determine worker remittances, using data of Brazil, Colombia, 
the Dominican Republic, El Salvador, Mexico and the USA. Two data sets from 1881: 1 to 
2003:4 is used in this study: the first dataset contains US net aggregate remittance flows with 
the rest of the world and the second dataset contains remittance received by the Mexico. Time 
series variance decomposition, impulse response function and Granger causality analysis 
derived from the vector error correction model is used to explain macroeconomic behaviour. The 
results indicate that remittances respond more to change in condition in the host country than 
macroeconomic conditions of the home country. The domestic poverty level, unemployment, 
economic and political stability of remitting country encourages outflow of workers.
	 Jr, (2009), investigate determinants of international remittances in developing countries. He 
aims to investigate what causes developing countries to receive different level of international 
remittances, using variables such as skill composition of migrants, poverty, interest rate and 
exchange rate. The panel data estimation technique is used to investigate the relationship. Panel 
work file comprising 76 lower and middle income developing countries. The findings show 
that countries with higher skilled migrant receives lower and lower skilled migrant sending 
country receives greater, per capita remittances. The result also shows that the poverty level of 
the migrant sending country does not have the positive impact of level of remittance inflow. 
	 Lin, (2011), investigate the determinants of remittances to Tonga, using GMM in a dynamic 
panel with the lag value of the dependent variable, for the period of 1994Q1 to 2009Q1.The 
dependent variable is the growth of remittances in the quarter. In order to address potential 
endogeneity concerns lagged values of real GDP growth of remitting countries, lagged 
unemployment rate, and lagged interest rate differentials.  The finding of study shows that 



101Remittances Flow to Pakistan: a Gravity Approach

the macroeconomic condition of remitting countries and exchange rate fluctuation influences 
remittance. The findings of this study do not find any evidence of the Dutch Diseases in Tonga 
as the real exchange rate does not appear to be affected. 
	 Ahmed, and Martinez-Zarzoso, (2014), investigate external and internal factors driving 
remittances flows from 23 source countries to Pakistan using Gravity model for the period of 
2001-2011. The distinguishing factor is the use of transaction cost of remittance alternative to 
geographical distance. The result shows that several factors have significant effect on remittances 
such as an improved economic condition on receiving country, migrant stock in Pakistan, financial 
development has a significant impact and political stability, geographical distance, economic 
conditions and unemployment rate do not appear to play a substantial role. The findings of the 
study recommend policy to focus on the transaction cost of sending money.
The review of the above empirical literature identifies the economic condition, distance, inflation 
rate, interest rate, real exchange rate, etc., as major determinants of remittances flow. This study 
investigates the macroeconomic behaviour of remittance flow to Pakistan from selected major 
12 partners. The estimated model is then used to determine potential of remittances flow from 
selected partners. The study thus explain behaviour and potential of remittances flow.

3. Methodological Framework
3.1. Modelling Remittances Flow
The Gravity model was introduced to international trade and capital flow by Tinbergen in 1962. 
It describe most stable relationship in international economics, that is, the economic interaction 
between larger economies is stronger than smaller one, and closer economies attack more than 
far off.  The standard Gravity model of remittance flow is presented as follows: 
		  WRijt = βi1 + β2Yit + β3Yjt + β5Dij + μit          	 (1)
Where: Wij presents remittance flow to Pakistan i from partners j, Yi presents real domestic 
product of Pakistan measure for domestic production capacity, and Yj is the real economic 
condition f trading partner. The Dij is bilateral distance from capitals measured in Km. The 
standard Gravity equation 1 is augmented by the addition of macroeconomic variables such as 
the bilateral real exchange rate (RERij), domestic inflation, domestic interest rate and dummy 
variables for countries with a common official language (LANGij), and Gulf countries (GCC). 
Ln presents natural log. The augmented Gravity model of worker remittances is presented as
	 LnWRijt = β0 + β1LnYit + β2LnYjt + β3LnDij + β4LnRERijt + β5LnINFit + β6LnRTit 
		  + β7CLANGij + β8GCC + μit   	 (2)
The real bilateral exchange rate with trading partner of Pakistan is not directly available and 
generated using data of the nominal exchange rate and relative prices (measure by relative 
GDPDs). 
		  RERijt = ERitj(Pjt ⁄ Pit )  	 (3)

Where, ERij is the bilateral exchange rate, Pj is price level trading partner and Pi is price level 
in Pakistan. As per theory of Gravity model and empirical literatures, the coefficients β1 , β2, β4, 
and β6 are expected be positively associated, whereas β3 and β5 are negatively associated with 
remittance flow. The dummy variable coefficients β7 and  β8 are assumed to positively associated.
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3.2 Potential of Remittance Flow
Following, Helmers et al., (2005), the ratio of predicted and actual remittance flow is used to 
investigate potential of remittances flow to Pakistan from selected major economies.

		  (4)

Where: WRpijt is potential of remittance flow,             is the predicted export flow, whereas  is the 

actual flow.  The value of indices WRpijt>1 indicates that the actual flow is lesser than predicted 

indicating untapped potential, whereas the value WRpijt<1  indicate that the actual flow is greater 

than predicted indicating exhausted potential. The value WRpijt=1 indicates actual flow equals 
predicted.

3.3 Data
The annual data on remittance inflow to Pakistan from selected 12 major partners3, from 1995 to 
2012, has been taken from Economic Survey of Pakistan, published by Ministry of Finance, Govt. 
of Pakistan. The Data on GDP, inflation, interest rate, the official exchange rate, GDPD is taken 
from International Financial Statistics, published by the IMF. The data of distance and official 
language are collected from Centre d’Etudes Prospectives et d’informations internationales 
(CEPII). The GCC dummy is created valuing 1 if GCC member, 0 otherwise. 

4. Estimation Results
This section will discuss results of Gravity model of remittances solved using Generalized Least 
Square (GLS) technique with cross sectional weight. The log linear model is used to address the 
problems of serial correlation and heteroskedasticity. The result of macroeconomic determinants 
of remittance flow, is presented in the table 1.

Table 1 Macroeconomic determinants of Remittance flow

Macroeconomic 
Variable

Generalized Least Square Random Effect Model

Coeff. t-Stat. Prob. Coeff. t-Stat. Prob.
C -10.270 -8.516* 0.000 -8.586 -1.155 0.249
LnYi 2.210 21.618* 0.000 2.148 6.067* 0.000
LnYj 0.652 48.998* 0.000 0.966 7.747* 0.000
LnDISij -2.566 -42.960* 0.000 -3.100 -4.172* 0.000
LnRERij 0.468 60.512* 0.000 0.359 5.114* 0.000
LnINFi 0.214 3.486* 0.001 0.330 2.033** 0.043
LnRTi -0.219 -5.891* 0.000 -0.371 -3.082* 0.002
GCC 1.177 19.800* 0.000 1.203 1.869*** 0.063
LANGij 1.710 16.817* 0.000 1.216 2.903* 0.004

3 Bahrain, Canada, Germany, Japan, Kuwait, Norway, Oman, Qatar, Saudi Arabia, UAE, United Kingdom 
and United States of America.
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Macroeconomic 
Variable

Generalized Least Square Random Effect Model

Coeff. t-Stat. Prob. Coeff. t-Stat. Prob.

Diagnostic Tests

Adjusted R2 0.987   0.794

Dw. Stat. 1.508   0.766

F-Statistic 1980.288  (0.000)   104.524   (0.000)

JB. Stat 0.196 (0.906)   4.417 (0.109)  
S.E of 
regression 1.007 0.469

Bias Proportion 0.000 0.000

Variance 
Proportion 0.111 0.017

Source: Author’s estimation. Note: *, ** and *** indicates significant at 1, 5 and 10 percent level respectively

The estimated result shows that the remittances flow to Pakistan is positively determined by 
the economic conditions of both countries involved and negatively determine by bilateral 
distance, validating the application of Gravity model on remittance flow. The real exchange rate 
shows a significant positive impact. The deprecation of real exchange rate by 1 percent results 
increase in remittance flow by 0.468 percent. The domestic inflation rate has significant positive 
impact on remittance inflow, indicating an increase in remittance flow to finance consumption 
expenditures. The result of interest rate shows significant negative impact, which implies that 
higher the interest rate lower the domestic investment and hence remittance flow for investment 
purpose. The result of dummy variable shows that remittances flow from member of the GCC 
countries are 1.177 times greater than the rest of the world, and language dummies show that 
Pakistani workers  trend to migrate towards countries with the same language, English. The 
remittances flow from countries with common language is 1.71 times greater than others.
	 The coefficient of determination shows that 98.7 variation in dependent variable is explained 
by the selected explanatory variables of the model. The result of JB. Stat. shows normality of 
residual, DW Stat. shows model does not contain serial correlation and F-stat. conform goodness 
of fit of the regression model. The result of S.E of regression, Bias Proportion and Variance 
proportion validates forecasting efficiency of the model.
	 The high explanatory power of the model along with favourable diagnostics test results, 
encourages use of the model to evaluate potential of remittance flow to Pakistan from selected 
trading partners. The actual and predicted value of remittances flow is used to investigate 
potential of remittances flow. The results are presented in the table 2. 
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Table 2 Potential of Remmitance flow

Trading Partners 1995 2000 2005 2010 2012

Bahrain 0.259 0.483 0.575 0.684 0.653
Canada 1.079* 1.576* 0.827 0.842 0.888

Germany 1.575* 2.078* 1.405* 1.386* 1.506*

Japan 1.798* 1.929* 1.938* 2.064* 2.759*

Kuwait 1.152* 1.014* 1.118* 1.094* 1.099*

Norway 1.180* 1.582* 1.362* 1.309* 1.360*

Oman 0.807 1.091* 1.009* 0.943 0.945
Qatar 1.043* 2.107* 1.017* 1.093* 1.129*

Saudi Arabia 0.893 0.974 0.946 0.902 0.925
UAE 0.557 0.727 0.800 0.755 0.740

United Kingdom 0.989 1.191* 1.051* 0.984 0.947
United States 0.829 0.976 0.821 0.854 0.873

Source: Author’s calculation. Note * presents existing of potential.

The results show that the remittance flow to Pakistan from its major partners has significantly 
exhausted, i.e. USA, Saudi Arabia, UK, UAE, Oman and Bahrain respectively, whereas high 
potential is observed in Japan, Germany, Norway, Qatar and Kuwait respectively. 

5. Conclusion and Policy Implications
This study investigates macroeconomic determinants and potential of remittance flow to Pakistan 
from its major partners, using augmented Gravity model on panel framework of 12 cross sections 
for the period of 1995 to 2012. The model is solved using Generalized Least Square technique 
and sensitivity analysis is performed by solving the model using the panel random effect model. 
The forecasting efficiency of the model is tested using various diagnostic tests. The estimated 
coefficients of the model are used to estimate the potential of remittance flow to Pakistan from 
selected partners, based on actual and predicted value. 
	 The result of the augmented Gravity model shows significant positive impact of the 
economic condition of the home and partner countries and negative impact of bilateral distance. 
The result of real exchange rate shows significant positive, whereas that of domestic inflation 
shows significant positive impact indicating increase in remittance flow for the consumption 
purpose. The result of the interest rate shows significant negatively affects, and dummy variables 
show that common language and Gulf economic integration has significant positive impact.  The 
results of remittances potential shows that the remittance from major partners has significantly 
exhausted potential with major partners, i.e. USA, Saudi Arabia, UK, UAE, Oman and Bahrain 
respectively whereas high potential is observed in Japan, Germany, Norway, Qatar and Kuwait. 
The policy implication of this study is that Pakistan should make domestic environment 
investment friendly and reduce interest rate to encourage remittances for investment purpose, 
and send migrant workers to economies with higher potential of employment.  
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Appendix
Figure 1 Remittances flow from Gulf Countries

Source: Author’s Calculations: Data taken from Ministry of Finance, Govt. of Pakistan, (2013)

Figure 2 Remittances from Developed Countries

  

Source: Author’s Calculations: Data taken from Ministry of Finance, Govt. of Pakistan, (2013)
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“Are Shocks to Real Output Permanent or Transitory?” 
Evidence from a Panel of Indian States and Union Territories
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Abstract   Mean reversion properties of per capita SDP of 31 Indian states and Union 
territories have been analyzed using panel unit root test assuming cross sectional independence 
among Indian states and later relaxing this assumption. The first generation panel unit root test 
assuming cross sectional independence shows that Indian per capita GDP data contains unit 
root. The second generation panel unit root test, relaxing the cross sectional independence 
assumption, also provides no evidence for mean reversion (stationarity) of Indian per capita 
GDP. Our results indicate that Indian output data is not reverting back to the natural rate and 
stabilization policies are required to bring the economy to the equilibrium path.

Keywords   India - Mean reversion - Panel Unit root test - Per capita GDP - Unit root
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Introduction
Theoretically Neo-Keynesian and Monetarist economists assume that the business cycles are 
transitory phenomena, and output returns to its innate rate in long run. Therefore, if we found 
unit root in output data, it is against the natural rate hypothesis predicted by the traditional 
economic theory and implies that real variables such as technology shock have role in economic 
fluctuations. Further the evidence of presence of unit root in real variables provides evidence 
for the relevance of stabilisation policies suggested by Keynes. Presence of unit root implies 
that the output variable is not returning to the natural rate after shocks and the stabilisation 
policies are required to control the economy. On the contrary, absence of unit root implies 
that the output variable is returning to the natural rate and the stabilisation policies will have 
temporary effect on the variable of interest (Libanio 2005). Nelson and Plosser (1982) was 
the first study in this area using US macroeconomic data and they observed that “real shocks 
associated with the secular component contribute substantially to the variation in observed 
output, and either these shocks are correlated with the innovations in the cyclical component 
or the secular component contains transitory fluctuations (or both)” (page 141). Many authors 
have extended the study of Nelson and Plosser by using different unit root methodologies and data.
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The current study is an attempt to examine the mean reversion properties of the per capita State 
domestic Product (hereafter PSDP) of 31 Indian states and/ or union territories using the first 
and second generation panel unit root test. The mean reversion properties of the Indian PSDP 
have not studied much in the literature. Here we are attempting to study this in panel framework. 
Panel unit root tests are popular since it is found that univariate unit root tests suffer from low 
power and the possible way to increase the power of the test is to exploit cross-section variation 
together with univariate time series dynamics see Quah, 1994; Levin et al., 2002 quoted in 
Costantini and Claudio (2011)). 
	 The rest of the paper is structured as follows. The following section provides an overview of 
the data and in the next section we narrate the various panel unit root tests we used in this study, 
followed by the interpretation of results. The policy implications of the study are considered in 
the conclusion section of the paper.

Data and Variables
We used the PSDP data of 31 Indian states or union territories for the period 1992-1993 to 
2009-2010 from the “Data Base on Indian Economy” maintained by the Reserve bank of India 
(RBI). We have used data for 27 states and 4 union territories (UTs). States included are  Andhra 
Pradesh, Arunachal Pradesh, Assam , Bihar, Jharkhand, Goa, Gujarat, Haryana, Himachal 
Pradesh , Jammu and Kashmir, Karnataka, Kerala, Madhya Pradesh , Chhattisgarh, Maharashtra, 
Manipur, Meghalaya ,Nagaland, Odisha, Punjab, Rajasthan, Sikkim, Tamil Nadu, Tripura, Uthar 
Pradesh, Uttarakhand, West Bengal and the union territories(UTs) are  Andaman & Nicobar 
Islands, Chandigarh, Delhi and Puduchery. Since data for the new states such as Uttarakhand, 
Jharkhand and Chhattisgarh are available only from 1992-93 onwards we have selected the 
period 1992-1993 to 2009-2010, the data for Mizoram is not available for the entire study period, 
therefore barred.

First and Second Generation Panel unit root tests 
Panel unit root tests are admired since the univariate unit root tests suffer from low power and 
the possible way to increase the power of the test is to exploit cross-section variation together 
with univariate time series dynamics. (See Quah, 1994; Levin et al., 2002 quoted in Costantini 
and Claudio (2011)).  Costantini and Claudio (2011) observed that apart from the increasing 
power,  panel unit root tests are useful to avoid complications arising from multiple testing using 
the univariate tests and more suitable when the “focus is on testing for the presence of a unit root 
as an interesting and economically interpretable common feature in a whole set of time series” 
(page 1).
	 We used both first generation and second generation panel unit root tests to examine the 
mean reversion properties of Indian PSDP data. The first generation tests assume cross section the 
independence, as the second generation tests relaxes this assumption and assumes cross section 
dependence. Among the first generation tests, we used LLC test (Levin-Lin-Chu (2002), IPS test 
(Im, Pesaran and Shin 2003) , ADF - Fisher Chi-square (Maddala and Wu, 1999 (hereafter MW 
test))  and  PP - Fisher Chi-square tests(Choi, 2001(hereafter Choi test)). Among these LLC test 
assumes that the mean reversion coefficient are common across states or UTs (ρ=ρi). 
	 However, the other three tests, ie. IPS test (Im, Pesaran and Shin 2003) , ADF - Fisher Chi-
square  and  PP - Fisher Chi-square tests relax this assumption  and allow individual unit root 
process (allowing ρi to vary across states or UTs). So in these three cases the null of unit root is 
tested against the alternative hypothesis of some individuals without unit roots. 
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In LLC tests we derive the estimates of ρ from proxies for ΔYit and Yit that are standardized and 
free of autocorrelations and deterministic components
The LLC test employs the following adjusted t-statistic:

		       (1)

where NŜ is the average of individual ratios in the long-run to short-run variance for state/UT i; 

ε
σ ~ is the standard deviation of the error term in equation (2); ασ ˆ  is the standard deviation of 
the slope coefficients in equation (2); *

Tσ  is the standard deviation adjustment; *
Tµ is the mean 

adjustment. 
The IPS test, MW tests and Choi tests allow ρi to vary across cross sections. In these entire 
tests individual unit root test are combined to derive the panel results. The IPS test employed 
a standardized t_bar statistic that is based on the movement of the Dickey–Fuller distribution:

		  (2)

Where )iTt(E  is the expected mean of iTt  , and )iiTt(Var  is the variance of iTt . 
The MW test (Maddala and Wu 1999) is based on the combined significance levels (p-values) 
from the individual unit root tests. According to Maddala and Wu (1999), if the test statistics are 
continuous, the significance levels πi (i =1, 2, ….N) are independent and uniform (0,1) variables. 
The MW test uses combined p-values, or PMW, which can be expressed as:

		  (3)

where ∑− ilog2 π  has a 2χ distribution with the 2N degree of freedom. Furthermore, Choi (2001) 
suggested the following standardized statistic:

		  (4)

Under the cross-sectional independence assumption, this statistic converges to a standard normal 
distribution (Hurlin 2004). 

Among the second-generation unit root tests, this paper used: a) the MP test (Moon and Perron 
2004) b) the Pesaran test (Pesaran 2007) and c) the Choi test (Choi 2006). Moon and Perron 
(2004) use a factor structure to model cross-sectional dependence. Their model assumes that 
error terms are generated by r common factors and idiosyncratic shocks.
                         	 	
		  (5)
		   
		  (6)	
			 
		
		  (7)	
			 



110 		  Suresh KG

Where Ft is a r×1 vector of common factors and λi is a vector of factor loadings. The idiosyncratic 
component eit is assumed to be i:i:d: across i and over t. The null hypothesis corresponds to the 
unit root hypothesis H0: ρi = 1; where i = 1, …, N whereas under the alternative the variable yit 
is stationary for at least one cross-sectional unit. For testing, under the data are de-factored and 
then the panel unit root test statistics based on de-factored data are proposed. 
Moon and Perron treat the factors as nuisance parameters and suggest pooling de-factored data 
to construct a unit root test. The intuition is as follows. In order to eliminate the common factors, 
panel data are projected onto the space orthogonal of the factor loadings. By doing this, the de-
factored data and its residual do not retain cross-sectional dependencies. This allows us to define 
standard pooled t-statistics, as in IPS, and to show their asymptotic normality. Following the 
above let 

+
poolρ̂  pool be the modified pooled OLS estimator using the de-factored panel data. 

Then, Moon and Perron (2004) define two modified t-statistics, which have a standard normal 
distribution under the null hypothesis:

                                                            	 (8)

         	   (9)

where 
2
ew  denotes the cross-sectional average of the long-run variances 

2
iew
 of residuals eit 

and 
4
eγ  denotes the cross-sectional average of 

4
iew
 . Moon and Perron (2004) propose feasible 

statistics 
*
αt  and 

*
bt  based on an estimator of the projection matrix and estimators of long-run 

variances 
2
iew
. 

Im Pesaran’s test, the augmented Dickey-Fuller (ADF) regressions are augmented with the cross-
sectional average of lagged levels and first-differences of the individual time series (Pesaran, 
2007). This allows the common factor to be proxies by the cross-section mean of yit and its 
lagged values. The Pesaran test uses cross-sectional augmented ADF statistics, (denoted as 
CADF), which are given below:
				  
				  
		   (10) 
 

where ai, bi, ci, and di are slope coefficients estimated from the ADF test in country i; 1−ty  is the 

mean value of lagged levels, and iy∆  is the mean value of first-differences; tie , is the error term.
Pesaran (2007) suggested modified IPS statistics based on the average of individual CADF, 
which is denoted as a cross-sectional augmented IPS (CIPS). This is estimated from:

			 
		  (11) 
where t (N, T ) is the t-statistic of the OLS estimate of in equation (5). The next test in this 
study is the Choi test based on the statistic that combines p-values from ADF tests in which 
their non-stochastic trend components and cross-sectional correlations are eliminated using the 
Elliott, Rothenberg and Stock’s GLS-based de-trending and the conventional cross-sectional 
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demeaning for the panel data (Choi, 2006). It is called the Dickey-Fuller-GLS statistic. Based on 
this statistic, Choi (2006) suggested the following Fisher’s type statistics:

(12) 

 
(13)

 
 

(14)
 
Where is the p-values of the Dickey-Fuller-GLS statistic for country i; is the cumulative 
distribution of a standard normal variable.

Results and interpretation
The results of the first generation unit root test are given in table 1. While assuming the common 
unit root process across Indian states and/or UT in LLC test we are unable to reject the unit 
root null both the cases. However, while allowing the ρi to vary across states and/or UTs in IPS 
and MW and Choi test we are getting the same results. So while assuming the cross sectional 
independence in the panel of Indian states/UTs all the five test provides the same results that the 
Indian PSDP is a unit root process. 

Table 1 Results of First generation panel unit root tests assuming cross sectional independence
Method Statistic probability
Null: Unit root (assumes common unit root process) 
Levin, Lin & Chu(LLC test)  3.33652  0.9996
Null: Unit root (assumes individual unit root process) 
Im, Pesaran and Shin W-stat(IPS test)   1.12902  0.8706
ADF - Fisher Chi-square (MW test)  37.8635  0.9813
PP - Fisher Chi-square( Choi test)  40.6711  0.9592
Note:***,** and * indicates significance at 1%, 5% and 10% respectively

The assumption of cross sectional independence between Indian states/ UTs in first generational 
unit root test is unrealistic. Since we are using data within different Indian state there is high 
possibility that one state’s growth rate may affect the growth of other states. 
	 Therefore we relaxed the assumption of cross sectional independence employing the second 
generation panel unit root test. As mentioned earlier we used two versions of MP tests, Pesaran 
test and three versions of Choi test to check the robustness of our results. The first and second 
MP tests provides evidences against the null of unit root, while by using  Pesaran test and Choi 
tests we are unable to reject the unit root null. Among these, MP test is based on residual factor 
models and suggest estimating the factor loadings by the principal component method. They 
derived asymptotic properties of the null and alternative hypothesis assuming that N/T→0, as N 
and T → and there is no deterministic trend. These assumptions are unrealistic in our panel since 
we have N=31 and T=17 and we are using GDP data where deterministic trend is present. This 
makes these tests less powerful in our context.  Pesaran (2007) shows that the cross-sectional 
augmented Dicky Fuller test have better power even in case of small T.  So with our sample 
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where T<N, we prefer the results provided by Pesaran(2007) test and Choi test. These tests 
provide evidences of the presence of unit root in panels indicating no tendency of the PSDP 
variable to move towards mean.

Table 2 Results of First generation panel unit root tests assuming cross sectional independence

Type of Tests Test statistic

First Moon Perron’s test computed in Eq. (8) -12.0847***
Second Moon Perron’s test computed in Eq. (9) -13.9213***
Pesaran’s CIPS test (2007) computed in Eq. (11) 1.0e+007
First Choi’s test statistic computed in Eq. (12) -3.4136
Second Choi’s test statistic computed in Eq. (13) 5.0862
Third Choi’s test statistic computed in Eq. (14) 5.2777

Note: ***,** and * represents significance at 1%,5% and 10% respectively.

Conclusion
Since Nelson and Plosser (1982) many studies have been conducted to examine the mean 
reversion properties of macroeconomic variables.  Many authors have studied this issue in Asian 
panels where Indian data were also examined. However no study has been done to examine the 
mean reversion properties of Indian state level data till now. In this study we examined the mean 
reversion properties of state level PSDP of India for the period 1993-94 to 2009-10 in panels. 
We have done this analysis using first generation and second generation panel unit roots, where 
first generation tests assumes cross section independence and second generation tests relaxes this 
assumption. The first generation test performed are LLC test, IPS test, MW test and Choi test, 
where as we employed MP test, Pesaran test and Choi test assuming cross sectional dependence. 
 The entire first generation test provides evidences for presence of unit root in Indian date. But 
since cross sectional dependence is possible across Indian state PSDP we concentrate on the 
second generation test. Pesaran (2007) tests and Choi tests results provide no evidence of mean 
reversion in Indian state level PSDP. These tests are more suitable for our panel with T<N and 
we concludes that the Indian percapita SDP data contains a unit root, where there is no tendency 
to return to the long term mean. 
	 These results provide evidences for real business cycle theory, where the shocks on the 
output variable have permanent effect. The output data shows no tendency to return to its natural 
rate. This necessitates the stabilisation policies in the economy to control the fluctuations. 
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Journal Transition Studies Review 

Aims and scope

Transition Studies Research Network was founded in 2002 as CEEUN-Central 
Eastern European University Cooperation, with the aim to connect a group of experts 
and university faculty in a program of cooperation devoted to research programs and 
specialized international postgraduate and doctoral courses. The Network has grown 
fast and soon after the scientific “voice” was established with the Journal Transition 
Studies Review, published initially by the CEEUN, then by Egea - Bocconi University 
Press, and finally by Springer Wien-New York.
	 At the beginning, JTSR was focusing on transition in Central and Southeast Europe, 
interpreting CEEUN purely as a European network. Soon afterwards, the EU enlargement 
was achieved extending the aims and scope to differentiated forms of partnership with 
Russia, Ukraine, Caucasus, the Black Sea and Caspian Seas, Mediterranean regions and 
Near East. Today this approach has dramatically changed following a serious violation 
of the international laws and agreements by the Russian backed insurgency and later 
invasion of Crimea and Eastern Ukraine. Today we are facing the most severe crisis 
of security and confidence between European Union countries and Russia since the 
Second World War and the reunification of Germany. The future is unpredictable and 
certainly nothing will return to be as before in the relations with Russia. 
CEEUN was launched in Vienna and its first meeting took place at the Institution that 
was founded by Friedrich August von Hayek and Ludwig von Mises, two great thinkers 
and economists: the Austrian Institute for Economic Research. Now the scenario is 
completely different. From 2005 on, a worldwide regional approach looking to Asia, 
Latin America, Eurasia and Great Middle East has been implemented. TSN-Transition 
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Studies Research Network has inherited from the previous CEEUN the “aims and 
scope” which were recently integrated. In the last ten years Transition Studies Research 
Network has progressively involved more than 400 internationally well known members 
and 95 university departments, institutes and research centers and is engaged in many 
areas and programs. 
	 The scientific interests and fields covered are: Europe and the World, future approach 
to EU enlargement, global governance economic, financial and policy framework and 
impact, where the focus would be mainly on growth theories, innovation and human 
capital, cultural and intellectual heritage, main advanced industrial sectors technologies, 
investments, international affairs, foreign policy choices and security, monetary policy 
and main currency areas, banking and insurance, development and area studies, social 
policies, environment and climate, culture and society, juridical and law studies, regional 
approach to global governance, peculiarities and critical challenges. 
	 The future transition to an open economy and institutional reforms, political and 
strategic issues and challenges, governance, European, Mediterranean, Asia-Pacific, 
Middle Eastern, Latin America and Africa perspectives are key topics of this high 
ranking journal.
	 Transatlantic and Asia-Pacific relations, security and international order represent, 
together with applied regional studies, another cornerstone of the Network’s activity 
and of Transition Studies Review’s contents as well as of three other Journals covering 
specific aspects and regions: the Journal of Global Policy and Governance; the Journal 
of East Asia in World Affairs, in cooperation with Asian universities and the Journal of 
Welfare Policy and Management at Udine University. The Network is deeply committed 
to a wide range of transition issues related to quantitative modeling and tools to analyzing 
and researching economic, financial, strategic studies, social, cultural, environmental, 
juridical main issues.
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